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ABSTRACT This paper presents a new blind watermarking scheme for 3-D point cloud models by using
feature vertices to locate the embedded watermark. The vertices with larger mean curvature are considered
to be feature vertices carrying watermarking information; non-feature vertices are used to build a new
coordinate system in which the 3-D point cloud model is classified into bins containing several longitudes.
Each bit of the watermarking information is repeatedly embedded into a bin by altering azimuth angles
of feature vertices lying in the bin. The non-feature vertices are not exploited to embed the watermarking
information, which enables the built coordinate system to avoid the impacts of the embedding of watermark.
The choice of the embedding position and redundant embedding provide an optimal balance between
imperceptibility and robustness of watermark. Simulation results testify that our watermarking method
for 3-D point cloud models has desired robustness against common attack and geometric attack while
demonstrating good transparency.

INDEX TERMS 3D point cloud, watermarking, curvature, azimuth angle, redundant embedding.

I. INTRODUCTION
With the increasing use of 3D models in many applications
such as medical imaging, computer aided design, virtual
reality, and 3D movies, the necessity to protect the copyright
and authentication for 3D content is becoming more pressing
and crucial [1]. Watermarking technology is considered as an
efficient solution to protect the copyright and authentication
for3D models [2].

Both 3D point cloud and mesh are basic representations
for 3D models. In recent years, a lot of watermarking algo-
rithms for 3D mesh models have been proposed. According
to the embedding domain of watermark, the watermarking
methods can be divided into two categories: watermarking
algorithms involving frequency domain [3]–[5] carry water-
marking information by modifying the coefficients of fre-
quency domain; while spatial domain approaches [6]–[12]
embed the watermark by altering the model geometry prop-
erties or structure connectivity. In [3], Wang et al. presented
a watermarking framework for 3D sem-iregular mesh, and
the embedding of watermark was performed in wavelet
coefficients of different resolution levels. Hamidi et al. [5]

proposed a method that the watermark was inserted by
altering the normal vectors of the wavelet coefficients.
Zhan et al. [11] calculated the root mean square curvature of
every vertex in the local window and divided the vertices
into bins; the curvature fluctuation values of the vertices of
each bin were modulated to insert watermarking information.
Jiang et al. [12] mapped decimals of the vertex coordinates
into integers firstly and then embedded data into the chosen
vertices by operating their least-significant bits. These water-
marking methods for 3D mesh models have desired good
performances and have successfully solved some difficult
problems.

However, compared with the research for the mesh model,
the attention to the 3D point cloud model has been very
few. Ke et al. [13] presented a self-similarity based robust
spatial watermarking approach for 3D point cloud models.
By modifying local vector length of a certain points in each
patch, the watermarking information bits were repeatedly
inserted. Feng [14] proposed a watermarking scheme for
3D point cloud model by modulating angle quantization.
In this algorithm, the model was divided into many patches
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FIGURE 1. Framework of the proposed method: (a) module for watermark embedding; (b) module for watermark extraction.

and watermarking information was embedded into these
patches. Cotting et al. [15] presented the watermarking algo-
rithm based on point-sampled geometry and spectral analysis.
In this method, a hierarchical clustering approachwas applied
to solve the large data sets efficiently. Ohbuchi et al. [16]
proposed a method of 3Dmodel defined as a set of unoriented
points. A shortcoming of the technique was that it needed
to generate a non-manifold mesh for each cluster of the
points. In [17], Feng embedded watermarking bits into the
3D model by modifying the average value of the normalized
distance of each bin. Agarwal and Prabhakaran [18] derived
an order among 3D points at global and local levels according
to the cluster tree built from cluster of the 3D points, thus

embedding the watermarking information into these ordered
3D points.

Overall, although watermarking algorithms for 3D point
cloudmodel have good imperceptibility and have great poten-
tial of practical application, designing a robust point cloud
watermarking algorithm is a difficult task. This is because 3D
point cloud models have arbitrary topology and no implicit
order of data [17], whichmakes it quite difficult for extracting
the watermark from the 3D point cloud models.

In this paper, we propose a novel watermarking method
for 3D point cloud models to achieve an appropriate trade-
off between transparency and robustness. All the vertices of
the 3D cloud point model are divided into two categories
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FIGURE 2. (a) 3D point cloud model for Camel; (b) 1-ring neighborhood and 2-ring neighborhood of vertex Vi are enclosed by red
and yellow lines, respectively; and (c) All the vertices used to calculate normal direction of vertex Vi.

by using the mean curvature of 1-ring neighborhood: the
vertices with larger mean curvature are considered as feature
vertices carrying the watermarking information; the vertices
with smaller mean curvature are exploited to build a new
coordinate system. The model is divided into bins contain-
ing several longitudes, and then each bit of the watermark-
ing information is inserted into each bin several times. The
main advantages of our method are: (1) The selected fea-
ture vertices can carry the large capacity of watermarking
information because these vertices come from the bumpy
changing regions. The mechanism related to the selecting
watermark position ensures the proposed method achieves
a optimal tradeoff between imperceptibility and robustness
of watermark; (2) The non-feature vertices used to build the
new coordinate system don’t carry any watermarking infor-
mation, which eliminates the impacts of the watermarking
information on the built coordinate system and keeps the rel-
ative positions of the watermarked vertices unchanged in the
built coordinate system, thus improving the robustness of the
proposed method against geometric attacks; and (3) Every bit
of watermarking information is inserted by altering azimuth
angles of feature vertices of each bin. The bin embedding
and redundant embedding enable the method to overcome the
shortcoming of no implicit order of data for 3D point cloud
model. Figure 1(a) and Figure 1 (b) show the framework of
our watermarking method for 3D point cloud models.

The rest of paper is organized as follows. Section II
presents the proposed algorithm in detail. Section III provides
the simulation results and analyses about the performances of
the proposed method. Finally, we put forward the conclusions
and further direction to study in the future in Section IV.

II. THE PROPOSED WATERMARKING ALGORTIHM
A. FEATURE VERTICES SELECTION
The suitable vertices selected to carry watermarking infor-
mation plays an important role in balancing transparency
and robustness of watermark. In theory, the watermarking
information embedded into the 3D models should not pro-
duce any visual perception for the 3D point cloud models.
Disturbing the vertices of the even regions would result in
marked distortion of the point cloud model, whereas dis-
turbing the vertices in the abrupt regions of the 3D point

cloud model would not lead to perceptible visual distortion.
If some vertices lying in the abrupt regions can be caught to
carry the watermarking information, it enables the method to
have a better imperceptibility. Hence, the embedding vertices,
i.e., feature vertices as we called, should be situated in the
bumpy regions. We use the mean curvature value of 1-ring
neighborhood to select these feature vertices from the model.
The set of feature vertices is obtained by the following two
steps: (1) determining the neighborhoods of the vertices and
(2) computing the mean curvatures of the vertices.

1) DETERMINING THE NEIGHBORHOOD OF A VERTEX
3D point cloud model is a set of data points belonging to
the external surface of an object and has no any connectivity
information (Figure 2(a)). Obviously, such data should be
first converted a 3D surface before calculating their mean
curvatures. We use Delaunay triangulation approach to build
R-ring neighborhood for the existing vertices of the point
cloud model.

For each vertex of the point cloud model, if a Delaunay
edge connects vertices Vi and Vj, vertex Vj is a neighbor
of vertex Vi. The 1-ring neighborhood of vertex Vi is a
collection containing all its neighbors. Each vertex of 1-ring
neighborhood of vertex Vi as well as its neighbor of each
vertex constitutes its 2-ring neighborhood. The formula is as
following:

N (Vi) =
{
Vj|0 ≤

∣∣ ¯ViVj∣∣ ≤ 2, j = 0, 1, · · · ,N
}

(1)

where
∣∣ ¯ViVj∣∣ denotes the number of vertices between vertex

Vi and vertex Vj, and N represents the number of all the
vertices of the model. Figure 2(b) exhibits the1-ring and
2-ring neighborhoods of vertex Vi of the point cloud model.

2) CALCULATING THE CURVATURE
The vertices that are suitable for carrying the watermarking
information, i.e., feature vertices, should situate in the abrupt
regions. In order to capture such vertices, we need to calculate
the normal vector of each vertex. The mean of vectors of all
the vertices within 1-ring neighborhood is regarded as the
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FIGURE 3. The feature vertices marked with red carry the watermarking information and the non-feature vertices marked with black
are used to build the coordinate system.

FIGURE 4. (a) The spherical coordinates of vertex Vi; and (b) Dividing the model.

normal vector of vertex Vi. The formula describes as follows.

Epi =

∑Ni
j=1

(
EVi − EVj

)
Ni

(2)

whereNi is the number of all the vertices within 1-ring neigh-
borhood of vertex Vi, EVi denotes direction vector of vertex
Vi and points to vertex Vi from mass center of the model;
and vector Epi represents normal vector of vertex Vi. Vertex Vj
(j = 1, 2, . . . ,Ni) represents vertices of 1-ring neighborhood
of vertex Vi.
After we obtained the normal vector of each vertex of 3D

cloud point model, we can determine the abrupt region of the
3D model by using the following Formula:

S(V i) =
Ni∑
j=1

(Epi · Epj) =
Ni∑
j=1

(xixj + yiyj + zizj) (3)

where (xi, yi, zi) and (xj, yj, zj) correspond to the three coor-
dinate components of two normal vectors Epi and Epj, respec-
tively. The meaning of Formula (3) is that normal vectors
of each neighbor Vj of vertex Vi is projected on normal
vector of vertex Vi and the obtained value S(Vi) is used to
measure the bumpy performance of the 1-ring neighborhood.
The neighborhood of vertex Vi with a smaller value S(Vi)
denotes that vertex Vi has a larger mean curvature value, and
thus we can classify vertex Vi into a bumpy region. That is,
vertex Vi is a feature vertex that is used to carry watermarking
information embedding. In Figure 2(c), those vertices marked

with white represent all the vertices of 1-ring neighborhood of
vertexVi. The normal vector of vertexVj (j= 1, 2, 3,4,5 and 6)
is first calculated by using Formula (2). Then, we can obtain
the valueS(Vi) of vertex Vi according to Formula (3).
All the vertices of 3D point cloud model are sorted in terms

of their value S(Vi). If the threshold is T and value S(Vi)
of vertex Vi is not more than T , vertex Vi is considered as
a feature vertex. Such vertices constitute feature set Sf and
the rest form reference set Sr (see Figure 3). The vertices
belonging to the feature set Sf are used to carry watermarking
information while the vertices of the reference set Sr are
exploited to establish the coordinate system. Threshold value
T is related to the watermarking capacity. If the watermark
capacity is M , the model will be divided into M bins each
of which contains several longitudes (see Figure 4(b)). Then,
threshold value T is considered as the value S(Vm) of the
vertex depending on that more than one feature vertex is
found in each divided bin.

B. WATERMARK EMBEDDING
Unlike 2D image watermark carrier, the data order of 3D
point cloud models is not implicit. In order to make data
order same between the process of watermark embedding
and extraction so as to improve robustness against geomet-
ric attacks, we establish a new coordinate system and per-
form watermark embedding and extraction in the established
coordinate system. In addition, the 3D model is assumed
to be a sphere which is divided into M bins (M represents
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watermarking capacity) in the established coordinate space.
The selected feature vertices within one bin carry the same bit
of watermarking information by modifying azimuth angles of
these feature vertices. The watermark process consists of
establishment of a new coordinate system, dividing the
model, and embedding watermark.

1) ESTABLISHING A NEW COORDINATE SYSTEM
The steps in building the new coordinate system are described
as following:
• The origin of the new coordinate system:
The origin of the new coordinate system is the mass center

of the reference set Sr and can be obtained from

Vc =
1
Nl

Nl∑
i

Vi (4)

where vertices Vi (i = 1, 2, · · · ,Nl) is in the reference set Sr .
• The axes of the new coordinate system:
If xi, yi and zi represent three coordinate components of

vertex Vi that is the reference set Sr , and Nl denotes the
number of vertices of the reference set Sr , the covariance
matrix Cov is calculated by using Formula (5).

Cov =



Nl∑
i=0

x2i

Nl∑
i=0

xiyi

Nl∑
i=0

xizi

Nl∑
i=0

yixi

Nl∑
i=0

yi2
Nl∑
i=0

yizi

Nl∑
i=0

zixi

Nl∑
i=0

ziyi

Nl∑
i=0

z2i


(5)

Afterwards we proceed eigenvalue decomposition of covari-
ance matrix Cov,

Cov = UHUT
= U (diag(h1,h2, · · · , hNl ))U

T (6)

where H denotes a diagonal matrix that consists of eigen-
values sorted by magnitude, h1 > h2 > · · · , hNlh1 >

h2> · · · ,hNl and U represents an orthonormal matrix. The
ith column of matrix U, i.e., the ith eigenvector, corresponds
to eigenvalue hi of matrix H. While the first three columns
in matrix U are regarded as the directions of u, v and n
axes of the new coordinate system. If the original coordinate
system is represented as Oxyz and the established coordinate
system is Ōuvn; the orthogonal transformationMOxyz→Ōuvn

can
be expressed in Formula (7).

MOxyz→Ōuvn
=


ux uy
vx vy

uz 0
vz 0

nx ny
0 0

nz 0
0 1



·


1 0
0 1

0 −Vcx
0 −V cy

0 0
0 0

1 −V cz
0 1

 (7)

where the first matrix denotes a rotation matrix, each param-
eter of which depends on the angles between vector u(v or n)
and plane xoz(yoz or xoy) in coordinate system Oxyz; the sec-
ond matrix is a translation matrix, and its three parameters
Vcx , Vcy and Vcz are the origin coordinates of the new coordi-
nate system. The coordinates of each vertex in coordinate sys-
tem Ōuvn is equal to that the coordinates of the corresponding
vertex in coordinate system Oxyz are multiplied by the matrix
MOxyz→Ōuvn

. The embedding of watermarking information is
executed in the established coordinate system Ōuvn.
• Conversion to spherical coordinates

In the proposed method, the watermarking information is
embedded by altering azimuth angles of feature vertices.
Therefore, the vertices of the 3D point cloud model need to
be represented as spherical coordinates. The spherical coor-
dinates (ρi, θi, φi) converted from the Cartesian components
(Viu, Viv, Vin) of vertex Vi are shown in Figure 4(a).
In order to improve performance of the proposed method

against scaling attacks, component ρi of vertex Vi need also
to be normalized and be amplified 10num+1 times described
as Formula (8).

ρ∗i =
ρi − ρmin

ρmax − ρmin
× 10num+1 (8)

where ρmax and ρmin correspond to the maximum and min-
imum values of component ρi of all the vertices in the 3D
model, respectively; num represents the number of bits of
integer of component ρmaxρ.

2) MODEL DIVIDING
In order to be still able to locate the watermark position in
the process of watermark extraction, 3D point cloud model
is divided into M bins with equal range. The number M is
the length of watermark information. Let us suppose that 3D
model is surrounded by a sphere whose radius is equal to
the maximum value ρmax of the spherical coordinate com-
ponent ρ of the 3D model. The sphere is classified into M
bins in the established coordinate system. Each watermark
bit is embedded into some feature vertices within one bin
by modifying azimuth angles of these feature vertices. The
number of embedded times of each bit depends on the number
of feature vertices in this bin. These bins are obtained by using
following Formula (9).

Rm={θm| (m− 1)×(360/M)≤θ≤m× (360/M)}m≤M ,

(9)

where watermark capacityM determines the total number of
bins, Rm represents all vertices located in the mth bin, θm rep-
resents the azimuth angles of the feature vertices belonging
to the mth bin (see Figure 4(b)).

3) MODIFYING AZIMUTH ANGLE TO EMBED WATERMARK
In the process of embedding watermark, the azimuth angle θi
of vertex Vi in the feature set Sf is modified while keeping ρi
and ϕi unchanged. Each bit of the watermarking information
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FIGURE 5. (a) The two sub-regions on the largest cross section, and
(b) The vertices are modified to carry the watermarking information.

is inserted into one bin by modulating azimuth angles of
feature vertices using the parameter 1. If the angle interval
is α = 360/M between the arbitrary two bins, the parameter
value1 = (1/2)×α. If feature vertexVi (ρi, θi,φi) is selected
to carry a watermark bit and the corresponding watermarked
vertex is V

′

i

(
ρi,θ

′

i, ϕi

)
component θ

′

i of watermarked vertex

V
′

i is computed by using

θ
′
mi =

{
θmi +1, if wm = 1

θmi −1, if wm = −1
(10)

Where θ
′

mi and θ
′

mi represent the azimuth angle of the ith

watermarked vertex in the mth bin, corresponding to the
watermarked model and the original model. The feature ver-
tex Vi selected from each bin to carry watermarking informa-
tion should meet the requirement of Formula (11) to ensure
that the modified vertex is still in the bin.

if wm = 1, (m− 1)×α ≤ θ i <
(
m−1/

2

)
×α

if wm = −1,
(
m−1/

2

)
×α ≤ θ i ≤ m× α (11)

The meaning of Formula (11) is explained as shown
in Figure 5. Suppose that region R1 and region R2 correspond
to the projections of two bins on the largest cross section (see
Figure 5(a)). In Figure 5(b), the points of the two regions R1
and R2 correspond to vertices within the two bins; the black
points represent the non-feature vertices while the red points
represent the feature vertices. Regions R′1 and region R′2 are
the two watermarked regions into which watermark bit ‘1’
and ‘−1’ were embedded, respectively. If the watermark bit
embedded is ‘1’, only the red points (feature vertices) on the
upper half of region R1 are modified to carry the watermark-
ing information (blue points) while the red points (feature
vertices) on the lower half of region R1 remained unchanged;
If the watermark bit embedded is ‘−1’, only the red points
(feature vertices) on the lower half of region R2 are modified
to carry the watermarking information (green points) while
the red points (feature vertices) on the upper half of region R2
remained unchanged. Notice that the upper part or the lower
part is identified by using the right-handed coordinate system.
That is, if thumb points n-axis, anticlockwise represents a

movement from u-axis to v-axis. The steps to embed the
watermark are summarized as following.

Algorithm 1 Overview of Watermark Embedding Proce-
dure
Input: 3D point cloud model, watermark sequence withM
bits.
Output: watermarked 3D point cloud model.
1 Stage 1: determine feature set Sf and reference set Sr
2 foreach vertex Vi do
3 -Compute the value S(Vi) of its 1-ring neighbourhood

by using Formula (3).
4 -if S(Vi) is not more than T , vertex Vi is in feature set Sf

else vertex Vi is in reference set Sr .
5end
6
7 Stage 2: coordinate transformation
8 -Establish a new coordinate system Ōuvn by using
vertices of reference set Sr outlined in section2.2.1.

9 -Compute the spherical coordinates of each vertex in the
new coordinate space Ōuvn.

10 Out: new coordinates of each vertex.
11
12 Stage 3: divide the 3D model in coordinate system
Ōuvn

13 -create a sphere bounding box for the model.
14 -divide the model into M bins.
15
16 Stage 4: embed watermark sequence
17 for each bit of watermark sequence do
18 -Modify some feature vertices of each bin outlined in

section2.2.3.
19 end
20
21 -Coordinate inverse-transformation.
22 Result: Obtain watermarked 3D point cloud model.

C. WATERMARK EXTRACTION
The watermark extraction is blind, i.e., it does not require
the original 3D point cloud model at the extraction stage. The
same as the process of embedding the watermark, the curva-
ture values S(Vi) of vertices of the test 3D model are calcu-
lated and then all vertices are classified into feature set Sf and
reference set Sr . The vertices of reference set Sr are exploited
to build the coordinate systemwhile the vertices of feature set
Sf are utilized to detect watermark sequence. After converting
from Cartesian to spherical coordinates and creating a sphere
bounding box for the model, the model is divided intoM bins.
Each bit of watermark sequence is determined by comparing
the number of feature vertices belonging to the upper part and
the lower part of one bin. The watermark bit hidden in themth

bin is extracted by following Formula (12).

w
′

m =

{
1, if sum1 ≥ sum2
−1, if sum1 < sum2

(12)
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Where sum1 and sum2 denote the number of feature vertices
lying in the lower part and the upper part in the mth bin,
respectively. If the feature vertex situates in the lower part,
add to sum1 with a value that is equal to1; if the feature vertex
is located in the upper part, add 1 to sum2. The process of
watermark extraction was summarized as following.

Algorithm 2 Overview of Watermark Extraction Proce-
dure

Input: the tested 3D point cloud model, the value M .
Output: the extracted binary sequence w

′

.
1 Stage 1: determine feature set Sf and reference set Sr
2 for each vertex Vi do
3 - Compute the value S(Vi) of its 1-ring neighbourhood.
4 - if S(Vi) is not more than T , vertex Vi is in feature

set Sf
else vertex Vi is in reference set Sr .

5 end
6
7 Stage 2: coordinate transformation
8 -Establish a new coordinate system Ōuvn by using
vertices of reference set Sr outlined in section 2.2.1.

9 -Calculate the spherical coordinates of each vertex in new
coordinate space Ōuvn.

10 Out: new coordinates of each vertex.
11
12 Stage 3: divide the 3D model in coordinate system
Ōuvn

13 -Create a sphere bounding box for the model.
14 -Divide the model into M bins.
15
16 Stage 4: extract binary sequence
17 for a feature vertex of each bin do
18 - Compute watermark bit w

′

m using Formula (12).
19 end
20 Result: Obtain binary sequence w

′

.

Now, we use the model Horse (11105 vertices,
22258 facets) to further explain the key steps of the proposed
method. The embedded the watermarking information is the
size of 16×16 bits and the model is divided into 16×16 bins,
each of which is the same longitude angle (α = 360/

M = 1◦

24.4′,1 =
(
1/
2
)
× α = 42.2′). The twentieth watermarking

bit is ‘1’ and should be embedded into between longitude
angles 26◦ 43.5′ and 28◦ 7.9′. There are 13 feature vertices
that are selected by using Formula (3). Amongst of them, five
feature vertices are located in the lower half of region R1, the
six feature vertices lying in the upper half of region R1 and
the two feature vertices exactly lying in the middle. When
we embed the watermark bit ’1’ into the 20th bin according
to Formula (10), component θ of six feature vertices lying in
the upper half of region R1 are all added a 1 value, and thus
being moved to the lower half of region R1.

In the process of the watermark extracting, suppose that
we have located to the 20th bin of the model according to the

steps outlined in subsection 2.C, the extracted watermark bit
is ‘1’ by comparing the number of feature vertices belonging
to the upper part and the lower part of the bin (sum1 = 11 >
sum2 = 0).
Based on the main steps, the number of operations per

vertex can be determined from approximately four factors:
calculating the value S(Vi) of each vertex; establishing the
new coordinate system; embedding and extracting the water-
mark. Amongst the four parts, the computational complexity
of the second part is N 2(N represents the number of vertices
of the 3D point-cloud model) while the computational com-
plexity of the other parts is all N. In fact, the computational
complexity of the second part is far less than N 2 because
only non-feature vertices are used to construct the covariance
matrix Cov. Therefore, the computational complexity of the
proposedmethod is O(N 2) and is able to finish the embedding
and extracting of the watermark in polynomial time.

III. EXPERIMENTS AND RESULTS
The performance of the proposed method, including invis-
ibility and robustness, will be verified in this section by
comparison with the well-known watermarking methods for
cloud point model in [13] and [14]. The experiments were
executed on many 3D point cloud models from the Princeton
Shape Benchmark model library as well as the Stanford
model library. Figure 6 shows four of these models: Ant,
Leopard, Horse and Bunny. We embed 16× 16 bits of the
watermarking information into each model and verify the
robustness of the proposed method by performing noise, sim-
plification, cropping or rotation attack on these watermarked
models. The root mean square error (RMSE) [18] was used
for the invisibility evaluation. The RMSE is given by

RMSE=

√√√√ N∑
i=1

(
x
′
i − xi

)2
+

(
y
′
i − yi

)2
+

(
z
′
i − zi

)2
(13)

In addition, the invisibility of the watermark is also evaluated
by objective metric signal-to-noise ratio (SNR). The SNR is
defined by

SNR

=10log10

( ∑N
i=1

(
x2i +y

2
i + z

2
i

)∑N
i=1((x

′
i − xi)

2+(y
′
i − yi)

2+(z
′
i − zi)

2)

)
(14)

where N represents the number of all the vertices of the
3D point cloud model,

(
xi,yi,zi

)
and(x

′
i ,y

′
i ,z

′
i ) denote the

coordinates of vertices V i and V
′
i , corresponding to the orig-

inal model and the tested model, respectively. Lower RMSE
and higher SNR values indicate smaller degradation of the
3D model caused by the embedding of watermark. We use
the correlation coefficient (Corr) to measure the robust-
ness of the proposed method. The correlation coefficient
(Corr), i.e., the similarity between the extracted watermark
sequence w

′
and the embedded sequence w, was given as
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FIGURE 6. Original illumination models (a) Ant, (b) Leopard, (c) Horse, and (d) Bunny.

FIGURE 7. Watermarked models: (a) Ant, (b) Leopard, (c) Horse, and (d) Bunny.

FIGURE 8. Original models: (a) Ant, (b) Leopard, (c) Horse, and (d) Bunny.

following.

Corr
(
w,w

′)
=

∑M
i=1 wi × w

′
i√∑M

i=1 (w
′
i )

2
×

√∑M
i=1 (wi)

2
(15)

The value of correlation coefficient is in a range of 0 ∼ 1.
In addition, we also used the bit error rate (BER) obtained
under some attacks to compare robustness of the proposed
method. BERmeans the error rate of the extracted watermark
bits compared with the original watermark bits.

A. IMPERCEPTIBILITY COMPARISONS OF THE METHODS
The four models carrying watermarking information with
our method are shown in Figure 8. Some vertices whose
curvatures of 1-ring neighbourhoods are larger were selected
from each bin to carry the watermarking information. The
watermarking information is inserted by modulating com-
ponents θ of feature vertices while remaining other two
components ρ and ϕ unchanged. These strategies are favor-
able to improving transparency of the watermark. As seen
in Figure 7 and Figure 8, there is no perceptible visual differ-
ences between the watermarked models and the original 3D

models. Comparing the two values of RMSE and SNR shown
in Table 1, the values obtained using the proposed method are
lower and higher, respectively, than the corresponding results
obtained from the two methods in [13] and [14].

In addition, we also notice that the transparency of the
watermark is related with the percentage of altered vertices
in the 3D models. For watermarks of the same capacity,
if the model contains plenty of vertices, it means that the
occupying percentage of watermarked vertices is lower, and
thus the transparency of the watermark is better. For four 3D
cloudmodels shown in Figure 6, modelBunny has the greatest
number of vertices and model Ant has the least number of
vertices. Table 1 shows that, for eachmethod, the index values
of RMSE and SNR obtained from model Bunny are all the
best whereas the values obtained from model Ant are the
worst. However, whether for model Bunny with abundant
vertices or model Ant with sparse vertices, the RMSE values
obtained using the proposed method are less than 69×1.0−4

and the SNR values are greater than 40dB. This illustrates
that our method can guarantee the visual quality of the water-
marked 3D point cloud model under the condition of meeting
the requirement of the watermarking capacity.
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TABLE 1. Imperceptibility comparisons of the methods in terms of RMSE × 10−4 and SNR.

FIGURE 9. Comparison of the BER: robustness against noise and simplification.

FIGURE 10. The models attacked by simplification (20% reduction): (a) Ant, (b) Leopard, (c) Horse, and (d) Bunny.

B. ROBUSTNESS COMPARISONS OF THE METHODS
Robustness is an important evaluation criterion of 3D point
cloud watermarking algorithm. The robustness comparisons
of the three methods were executed when embedding the
watermark of the same capacity (16× 16 bits). The test
results shown in Table 2, Figure 9 and Figure 11 indicate
the performances of these methods to resist attacks such as
noise, simplification, cropping, and rotating. Table 2 exhibits
the values Corr obtained from each method when the four 3D
point cloud models were subjected to different attacks while
Figure 9 and Figure 11 show the BER average values.

• Additive noise attack

The second row in Table 2 shows Corr values obtained
from the watermarked 3D point cloud models attacked by
Gaussian noise. Figure 9(a) displays the BER values obtained
from the three methods when the noise strength varies from
0.05% to 0.2%. As can be seen from the experimental results,

the three methods all have a very good robustness when
attacked by weak noise attacks; however, with the increase of
attack strength, methods in [13] and [14] achieve results infe-
rior to the results obtained from our proposed method. In the
proposed method, the feature vertices are chosen from the 3D
point cloud models in light of the mean curvature values of
the 1-ring neighbourhoods. The embedding of watermark is
performed by modifying azimuth angles θ of these feature
vertices. The noise attacks have few impacts on the mean
curvature of 1-ring neighbourhood of each vertex. Thus,
the method is able to still locate the embedding positions of
the watermark so as to improve the robustness against the
noise attack.

• Simplification attack

Simplification is a process of removing some vertices while
maintaining the shape of the model. The attack is not arbi-
trary, and its intensity should be limited within a certain
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TABLE 2. The values Corr of four 3D models when subjected to different attacks.

VOLUME 6, 2018 56131



J. liu et al.: Watermarking Method for 3-D Models Based on Feature Vertex Localization

FIGURE 11. Comparison of the BER: robustness against rotation and cropping.

range. If the attack strength makes the 3D point cloud model
severely distorted, it is not necessary to protect and authenti-
cate the copyright of the models because they haven’t had any
practical application values. From the third row in Table 2 and
Figure 9 (b) it can be seen that, when vertex reduction does
not cause any perceptible deformation of the models, our
method can successfully extract the watermarking informa-
tion; for example, when the simplified vertices vary from
5% to 15%, our method achieves the objective values (Corr
and BER ) superior to the results in [13] and [14]; however,
when the number of vertices simplified is more than 20%
which leads to causing marked visual degradations of the
models (Figure 10), the robustness of the three methods is not
very well(Corr<0.5). Our method embeds the watermark bit
into more than one feature vertex in each bin, i.e. redundant
embedding.When some vertices in one bin are simplified, the
watermark bit is still extracted from the rest of this bin. There-
fore, the proposed method has the relatively better resistance
to simplification.

• Rotation attack

We investigate the robustness against geometric attack
such as rotation transformations. In the proposed method,
we exploit the vertices of reference set Sr to build an invariant
coordinate system and choose the vertices of feature set Sf
to carry the watermarking information. The embedding of
the watermarking information has no any impacts on the
vertices of reference set Sr . Therefore, compared with the
original coordinate system, the established space is invariant
and robust. From another point of view, if the attack ampli-
tudes of the rotation transformations cause the changes of
relative position of the vertices of reference set Sr , the models
would be severely distorted and lose their practical applica-
tion value. It is also no necessity to protect and authenticate
the copyright of such models. If the rotation transforma-
tions do not affect the relative positions of the vertices in
the established coordinate system, watermark extraction and
embedding are conducted in the same coordinate system,
and therefore, geometric attacks such as a rotation, scal-
ing, or translation transformation does not obviously weaken

the performance of the proposed method. The fourth row
in Table 2 and Figure 11(a) demonstrate the good robustness
of the proposed method against rotation attacks.

• Cropping attack

Cropping is the removal of some parts from a 3D point cloud
model, which is considered as an attack extremely difficult
to resist. The fifth row in Table 2 and the graphic comparison
in Figure 11(b) show the performance of the proposedmethod
against cropping attacks. When attacked by a slight cropping
attack, the objective values (Corr and BER) obtained from
our proposed method are similar to the results of methods
in [13] and [14]; as the amplitude of the cropping attack
increases, the performance of our method doesn’t outperform
the results of the other two methods. In the proposed method,
each bit of the watermarking information is embedded into
a bin of the point cloud model several times, i.e. redundant
embedding. This measure helps to successfully extract the
watermark information during a cropping attack. However,
more strong attacks are bound to make lots of watermarked
vertices lose, thus potentially resulting in considerable distur-
bance in watermark extraction. Therefore, the robustness of
our method is limited in the case of strong cropping attacks.

IV. CONCLUSIONS
In this study, we propose a new blind 3D point cloud water-
marking algorithm. First, the vertices are classified into
two categories according to the mean curvature of 1-ring
neighborhood. The vertices with smaller mean curvature are
exploited to build the invariant coordinate system; the ver-
tices with larger mean curvature are considered as feature
vertices which usually possess the abrupt geometric property
of the 3D point cloud models. The model is separated into
bins, each of which contains several longitudes. The fea-
ture vertices of a bin all carry the same one bit of water-
marking information. Non-feature vertices are not affected
by the embedding of watermark. Therefore, the coordinate
system established by these non-feature vertices would not
change due to the embedding of the watermark. As a result
of which, it ensures that watermark extraction and watermark
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embedding are performed in the same coordinate system. The
major findings of our study are as follows: (1) Those vertices
carrying the watermarking information are selected from the
bumpy changing regions of the 3D point cloud models, thus
being helpful for the improvement of the transparency of the
proposed method; (2) The building of the coordinate system
helps to locate the watermarked position because that the rel-
ative positions of the watermarked vertices are unchanged in
the established coordinate system, thus improving the robust-
ness against geometric attacks; and (3) Region embedding
and redundant embedding make the watermark extraction
independent of connectivity information of 3D point cloud
models, thus significantly enhancing the performances of the
watermarking method for 3D point cloud models. Based on
the experiments above, the proposed method has good water-
mark transparency and improves the robustness performance
of 3D point cloud watermarking algorithm for resisting geo-
metric attacks such as cropping simplification, additive noise,
and rotation transformation.

In the future, the proposed method will be extended to the
following two orientations: (1) designing a more effective
feature vertices extraction pattern for carrying watermarking
information, such as geometric feature framework of 3D
model [19]; and (2) combining a powerful learning algo-
rithm [20] to improve robustness of geometric attacks, espe-
cially improving robustness against strong combined attacks.
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