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Abstract
Reservoirs are considered to result in significant changes to river water temperature. Discharge of deep water has a large 
impact on aquatic ecosystems downstream of dam and on both river banks. A laboratory sand tank test investigation was 
conducted to simulate water flow and thermal dynamics in the riparian zone. The sand temperature (ST) data generated 
were used to validate and compare HYDRUS-2D, a physically based numerical model, with Lu et al.’s (Soil Sci Soc Am J 
71(1):8–14, 2007) soil thermal conductivity model under different water temperature, hydraulic head and radiation tempera-
ture conditions. The Richards model and the heat conduction model were coupled through the Horton thermal conductivity 
model and the Lu et al. (Soil Sci Soc Am J 71(1):8–14, 2007) model, respectively. The results demonstrated the success of 
model coupling and its application for investigating water flow and thermal dynamics in the riparian zone. The Lu et al. (Soil 
Sci Soc Am J 71(1):8–14, 2007) model based on COMSOL and the Horton thermal conductivity model based on HYDRUS 
each had their own advantages. Global analysis showed that the Lu et al. (Soil Sci Soc Am J 71(1):8–14, 2007) model was 
better able to simulate the riparian zone temperature field under the investigated experimental conditions. The sensitivity 
analysis results showed that the parameters nv, T and H had a considerable influence on the temperature field in the model, of 
which nv was the most sensitive, whereas the parameters ks, α, θs, and θr were relatively less sensitive to the temperature field.
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Introduction

The construction of dams on rivers is the most commonly 
used engineering measure to further the exploitation and 
utilization of water resources. However, dams change the 
water environment of the natural river, particularly water 
temperature. Diversion of reservoir water for power gen-
eration is mainly through release from the low-temperature 

hypolimnion (Harleman 1982), and this released low-tem-
perature water is used for agricultural irrigation, and eco-
logical water requirements. Lateral hyporheic exchange 
with the released low-temperature water results in changes 
to natural water temperature and moisture of the riparian 
zone hyporheic layers (Curry et al. 1994; Boutt and Flem-
ing 2009; Nowinski et al. 2012), thereby negatively impact-
ing the environment, including animal communities, crop 
growth and soil respiration (Mark et al. 2012; Laganière 
et al. 2012), which is detrimental to the sustainable and 
healthy development of rivers.

Past studies on water flow and thermal dynamics of 
the riparian zone mostly focused on the vertical exchange 
between the riverbed and surface water (Arntzen et al. 2006; 
Fritz and Arntzen 2007; Gerecht et al. 2011). For exam-
ple, Giraldo et al. (2011) established a two-dimensional 
temperature and seepage field coupled model of surface 
water–groundwater interactions and found that the temper-
ature distribution in shallow aquifers in the riparian zone 
hyporheic layers was significantly affected by heat trans-
fer in the unsaturated zone. Vogt et al. (2012) continuously 
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observed the temperature of shallow groundwater in the 
riparian zone by use of a distributed optical fiber temper-
ature sensor (DTS). By analyzing the temperature of the 
vertical section, they identified an uneven spatial distribu-
tion of groundwater temperature in the riparian zone which 
varied with the depth of groundwater flow velocity. The 
release of low-temperature water from a reservoir into a 
downstream channel will influence the riparian hyporheic 
zone, the dynamics of lateral hyporheic exchange and the 
heat transfer mechanism. A study of the water temperature 
of the Sauce Grande River in Argentina by Casado et al. 
(2013) found that the natural water temperature dynamics 
experienced a significant delay and reduction in peak due to 
the influence of low-temperature water released from a res-
ervoir. Although there have been some studies on hyporheic 
exchange and temperature distribution within the riparian 
zone downstream of a dam, these studies have been field 
based and relatively costly to conduct. Further studies are 
hindered by the lack of an effective hydro-thermal coupling 
model; therefore, further attempts are required to identify a 
suitable model coupling approach.

The temperature distribution of the unsaturated zone is 
a research priority within many disciplines. Hydrogeology 
usually only considers the seepage heat transfer process of 
the saturated zone, whereas soil science limits study to heat 
transfer of the unsaturated zone. However, the seasonal fluc-
tuations of the temperature distribution of the unsaturated 
zone are affected by unsaturated seepage; therefore, it is 
necessary to consider the heat transfer processes of both the 
saturated and unsaturated zones. In applied research, such 
as temperature tracing within shallow geological bodies (Xu 
et al. 2015) or seepage monitoring of hydraulic structures 
(Alekseevich and Sergeevich 2017; Yosef et al. 2017), the 
observation of temperature in the unsaturated zone is nec-
essary as temperature in the unsaturated zone can reflect 
the temperature influences of surface water–groundwater 
interactions. At the same time, the unsaturated zone will 
be affected by atmospheric temperature. Therefore, a satu-
rated–unsaturated seepage model must be established to 
effectively describe actual seepage.

The increased used of computer technology has facili-
tated the use of the soil hydro-thermal dynamic equation. 
HYDRUS-2D is a commercial software package developed 
by an international groundwater simulation center in 1999 
(Šimůnek et al. 1999). The software is widely used for the 
study of soil water flow and provides a modeling environ-
ment for the analysis of water flow and solute transport in 
variably saturated porous media. The two-dimensional finite 
element model HYDRUS-2D for simulating water move-
ment, heat, and multiple solutes in variably saturated media 
is included in the software. Many previous studies applied 
HYDRUS to analyze soil hydro-thermal migration (Wang 

et al. 2013; Zhao et al. 2018). Saito et al. (2006) develop 
a numerical model within the HYDRUS code to solve the 
coupled equations governing liquid water, water vapor, and 
heat transport, together with the surface water and energy 
balance. Brunetti et al. (2017) used HYDRUS to establish 
a computationally efficient model for simulating the move-
ment of water, heat and multiple solutes in variably saturated 
porous media. Brunetti et al. (2018) applied HYDRUS-2D to 
assess the impact of different soil properties on the thermal 
and hydraulic behavior of a hypothetical green roof.

COMSOL Multiphysics is used to simulate physical 
processes by solving partial differential equations (groups) 
based on finite element analysis and is widely used in 
a variety of physical fields such as fluid mechanics, heat 
conduction, structural mechanics and electromagnetic 
analysis. Shao et al. (2014) used the software to couple a 
dual-permeability model with a soil mechanics model for 
the evaluation of landslide stability at hillslope scales up to 
100 m. Oosterbaan et al. (2016) used the software to create 
a model in which heat propagation through rock surrounding 
a rock pit was simulated and compared with measured data. 
Ho and Dickson (2017) employed the COMSOL finite ele-
ment code to conduct numerical analysis of heat collection 
pipes in a heat collection system to simplify the complex 
heat transfer mechanisms associated with heat extraction. 
Liu and Yu (2011) used the software to develop a coupled 
multiphysics simulation model to investigate the behav-
iors of porous materials under frost action and established 
a theoretical framework to formulate the coupled thermo-
hydro-mechanical processes in freezing porous materials. 
Wu and Song (2015), based on the characteristics of the 
temperature distribution of an earth rockfill dam, used the 
software to establish a coupled mathematical model of the 
saturated–unsaturated seepage and temperature fields.

The purpose of the present study was to compare the dif-
ferences in simulations of the temperature distribution of the 
riparian zone between the Lu et al. (2007) model based on 
COMSOL Multiphysics and the Horton thermal conductiv-
ity model (Chung and Horton 1987) based on HYDRUS-2D 
by numerical simulation and a laboratory test. The present 
study also aimed to provide a numerical method for study-
ing the hydro-thermal dynamics of low-temperature water 
infiltration into the riparian zone. There are many param-
eters associated with the hydro-thermal coupling model of 
the riparian zone, resulting in a large workload for model 
calibration. A sensitivity analysis was conducted using the 
orthogonal test analysis method to conserve computing 
resources by quantitatively analyzing the influence of vari-
ous factors on the model so as to identify the main factors 
driving the temperature distribution. More attention was 
then placed on the accurate representation of these factors 
in the model.
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Materials and methods

Laboratory investigations

The experimental facility consisted of a water storage tank, a 
water table control console, a hydro-thermal box for alternat-
ing temperatures and a sand tank (Fig. 1a). The water storage 
tank contained a cooling and heating system to control the 
temperature of the outflow. Water flowed from the water 
storage tank, forming a steady flow and water head, flowing 
to the sand tank through the water table control console. 
The sand tank was made of plexiglass with a total length of 
80 cm. The sand tank was separated into a reservoir inflow 
and reservoir outflow chamber by a plexiglass baffle. The 
sediment-filled section was 60 cm in length, 20 cm wide 
and 80 cm in height. Water flow in the tank was horizontal 
(Fig. 1b). The inlet and outlet featured perforated plates and 
gauze to ensure uniform flow across the entire cross-section 
without losing sediment. The perforated plates located at 
the upstream end minimized pulsing action and facilitated 
a smooth flow of water into the study section. The inflow 
chamber contained two overflow holes of 30 cm and 50 cm 
in height. The outflow chamber contained one overflow hole 

of 5 cm in height. Before each infiltration test, the hydrau-
lic head was stabilized at an initial level of 30 cm from 
the inflow chamber of the sand tank. The sand tank was 
equipped with a heating and cooling system to reduce heat 
exchange with the environment. During alternations of tem-
perature in the hydro-thermal box, a solar radiation simula-
tion board was used to simulate radiation conditions. In all 
experiments, air-dried sand was used as the sample (50th 
percentile grain diameter D50 = 0.68 mm the uniformity coef-
ficient Cu = 0.5) with an average bulk density of 1560 kg/m3, 
and moisture content of 0.02 m3/m3. The initial temperature 
of the sample was maintained at 20 °C for over 24 h by use 
of the hydro-thermal box.

A constant infiltration water temperature was applied to 
all experiments. The tests were performed for three different 
water temperatures (4.0 °C, 6.0 °C and 9.5 °C), two different 
hydraulic heads (25 cm and 45 cm) and two different radia-
tion temperatures (no radiation and 22 °C). The summary 
of the experiment conditions is given in Table 1. The data 
were uploaded to a computer every 1 min using the 30 tem-
perature sensors throughout the three tests. The positions of 
the 30 temperature sensors are shown in Table 2. Measure-
ments were taken at six different heights at each location: (1) 

Fig. 1   View of the experimen-
tal tank setup [modified from 
Ren et al. (2018)]: a Schematic 
presentation of the temperature 
heating/cooling system, b pho-
tograph of 30 temperature sen-
sors placed in the sand tank and 
c scheme showing the layout of 
the temperature sensors in the 
sand tank
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5 cm below the surface (T26, T27, T28, T29 and T30); (2) 
15 cm below the surface (T21, T22, T23, T24 and T25); (3) 
within the mid sand profile 30 cm below the surface (T16, 
T17, T18, T19 and T20); (4) 50 cm below the surface (T11, 
T12, T13, T14 and T15); (5) near the bottom 60 cm below 
the surface (T6, T7, T8, T9 and T10) and; (6) 75 cm below 
the surface (T1, T2, T3, T4 and T5), as shown in Fig. 1c. 
Further details on the experimental facility and methods are 
provided by Ren et al. (2018).

Model description

The saturated–unsaturated transient seepage field of the 
riparian zone is described by the Richard’s equation:

where ρw is the density of water (kg/m3), Cm is the spe-
cific moisture capacity (1/m), g is the gravity accelera-
tion (m/s2), Se is the relative degree of saturation, Ss is the 
elastic water storage rate (1/Pa), p is the pressure (Pa), ∇ 
is the Laplacian operator, θ is the moisture content (%), ks 
is the media saturated hydraulic conductivity (m/s), kr(θ) 
is the unsaturated zone relative hydraulic conductivity 
(0 ≤ kr(θ) ≤ 1), and is a function of the moisture content 
θ, μ(T) is the dynamic viscosity of water (Pa s), where 
μ(T) = 0.00002414 × 10(247.8/(T + 133.16)) (Kipp 1987) and is a 
function of temperature, z is the vertical coordinate (upwards 
is positive) and Qm is the water source.

(1)

�w

(
Cm

�wg
+ SeSs

)
�p

�t
+ ∇�w

(
−
kskr(�)

�(T)
∇(p + �wgz)

)
= Qm

Some studies have proposed empirical formulae to 
describe the characteristics of soil moisture in unsaturated 
zones. Typical examples are models by van Genuchten 
(1980), Brooks–Corey (Milly 1987) and Gardner (Milly 
1987; Gardner et al. 1970). Among these, the van Genuchten 
model is characterized by a high accuracy, a physical process 
representation and strong applicability. This model is widely 
used, suitable for almost all soil texture types and the fitted 
curve can be completely characterized for the dry, transition 
and saturation sections of soil. Therefore, the present study 
selected the van Genuchten model, which can be expressed 
as:

Here, θr is the residual water content (m3/m3), θs is the 
saturated water content (m3/m3), α is the reciprocal of the 
water characteristic curve intake (1/m), hp is the hydraulic 
pressure head (hp= pw/ρwg), which in the unsaturated zone is 
equal to the negative pressure head hc (m) and nv is an indi-
cator of the slope of the water characteristic curve, obtained 
by fitting the soil moisture characteristic curve, m = 1 − 1/nv.

The saturated–unsaturated heat transfer model can be 
expressed by the following equation (Healy and Ronan 
1996):

where ρeq is the effective density (kg/m3), ceq is the effective 
specific heat capacity (J/(kg °C)), T is the temperature (°C), 
t is the time (s), λeq is the effective thermal conductivity 
(W/(m °C)), cw is the volumetric heat capacity of water (J/
(kg °C)), DH is the hydrodynamic dispersion coefficient, u is 
the average water velocity (m/s), and Qs is the heat source.

(2)� = �r + Se(�s − �r)

(3)Se = 1∕(1 + (�hp)
nv )m

(4)Cm =
�m

1 − m
(�s − �r)S

1∕m
e

(1 − S1∕m
e

)m

(5)kr = S1∕2
e

[1 − (1 − S1∕m
e

)m]2

(6)

�(�eqceqT)

�t
= ∇(�eq∇T) + ∇(��wcwDH∇T) − ∇(��wcwuT) + Qs

Table 1   Experimental plan

Water temperature 
(°C)

Hydraulic 
head (cm)

Radiation 
(°C)

Duration 
(min)

Condition 1 9.5 25 NA 500
Condition 2 4.0 25 22 500
Condition 3 6.0 45 22 500

Table 2   Location of temperature sensors

The symbol x indicates the horizontal distance from the left screen boundary whereas y indicates the vertical distance from the bottom (Fig. 1c)

Point T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15

x (cm) 5 15 30 45 55 5 15 30 45 55 5 15 30 45 55
y (cm) 5 5 5 5 5 20 20 20 20 20 35 35 35 35 35

Point T16 T17 T18 T19 T20 T21 T22 T23 T24 T25 T26 T27 T28 T29 T30

x (cm) 5 15 30 45 55 5 15 30 45 55 5 15 30 45 55
y (cm) 50 50 50 50 50 65 65 65 65 65 75 75 75 75 75
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where αT is the lateral dispersion (m), αL is the vertical dis-
persion (m), vi is the velocity vector in the i direction, δij is 
the kriging constant, which is 1 when i = j and 0 otherwise 
and |v| is the value of the velocity vector.

The effective density and effective specific heat capacity 
of rock and soil follow the law of volume average, namely:

where the subscripts s, w and g represent the sand, water, 
and air, respectively, n is the porosity of the porous medium 
(%) and θ = n when it is in an saturated state.

Soil thermal conductivity model

Soil effective thermal conductivity (λeq(θ)) describes the 
thermal conductivity of multiphase soils at a unit tempera-
ture gradient. The effective thermal conductivity of soil is 
the key parameter used in geotechnical engineering for heat 
transfer analysis, and its size will vary with the spatial dis-
tribution of soil water content. A change in temperature will 
affect the water viscosity and pore structure of soil, which 
would consequently affect the heat conduction process. 
Therefore, soil thermal conductivity has received wide-
spread attention both in China and abroad, resulting in the 
development of several calculation models.

In HYDRUS-2D, the soil thermal conductivity model 
uses the previously widely used Horton thermal conductivity 
model (Chung and Horton 1987), which can be expressed as:

where b1, b2 and b3 are empirical parameters specified for 
each soil texture (coarse, medium and fine). In the present 
study, the values b1, b2 and b3 (W/(m °C)) were chosen 
from the HYDRUS-2D default values, namely 4,924,810, 
− 51,969,500 and 106,034,000, respectively.

With the development of a soil thermal conductivity 
model, a more accurate and practical model was developed. 
Lu et al. (2007) proposed an equation for the relationship 
between normalized thermal conductivity and saturation 
(Ke − Sr) over the entire range of soil water content. Com-
pared with previous thermal conductivity models, the model 
by Lu is able to more accurately predict soil thermal con-
ductivity. Therefore, this model was used in COMSOL Mul-
tiphysics to calculate the equivalent thermal conductivity 
λeq(θ) of unsaturated soils.

The Lu et al. (2007) model is based on saturation to inter-
polate the thermal conductivity of dry soil (λdry) and the 
saturated soil (λsat) to obtain the thermal conductivity of 
unsaturated soil:

(7)DHij = �T|v|�ij + (�L − �T)vivj|v|

(8)�eq = (1 − n)�s + ��w + (n − �)�g

(9)ceq = (1 − n)cs + �cw + (n − �)cg

(10)�eq(�) = b1 + b2� + b3�
0.5

where λdry and λsat are calculated as follows:

where λs is the thermal conductivity of soil obtained from the 
quartz content (q) and its thermal conductivity (λq= 7.7 W/
(m °C)) and the thermal conductivity of other minerals (λ0), 
i.e., λs= λq

qλ0
1−q. Among them: λ0 = 2.0 W/(m °C) (q > 0.2); 

λ0 = 3.0 W/(m °C) (q ≤ 0.2) and λw is the thermal conductiv-
ity of water (W/(m °C)).

For conventional soil, the normalized thermal conductiv-
ity Ke is

where Sr is the degree of saturation, α is a soil texture-
dependent parameter and the values of sand, loam and clay 
are 1.05, 0.9 and 0.58, respectively. The value 1.33 is a shape 
parameter.

Boundary conditions and parameters settings

Based on the above numerical model, the finite element 
solution of the coupled model for representing the satu-
rated–unsaturated seepage field and temperature field was 
realized by modifying the related modules in HYDRUS-
2D and COMSOL Multiphysics, respectively. As shown in 
Fig. 2, the domain geometry was rectangular, and measured 
60 cm wide and 80 cm deep. A homogeneous and isotropic 
soil texture throughout the domain was assumed.

The Galerkin finite element method was used in 
HYDRUS-2D to solve the governing water flow and heat 
flow equations, thereby allowing the numerical solution of 
the transport domain to be obtained. The infiltration head 
extended to 30 cm in a relatively short period of time (a 
few seconds) during the low-temperature water application. 
Therefore, the left infiltration boundary (DE) was assumed 
to be a constant head boundary condition, and the infiltration 
line was assumed to be a line source. A zero-flux boundary 
was used at the remaining part of the left boundary (CD) 
and the bottom boundary (EA). An atmospheric boundary 
was used at the soil surface (BC). The entire right side of the 
domain (AB) was assigned a variable head boundary condi-
tion with the option “Seepage Face BC when the specified 
nodal pressured head is negative”. The soil heat regime was 
affected by water temperature. The left infiltration boundary 
(DE) and right boundary (AB) were then used as the Cauchy 
type boundary. The soil surface boundary (BC) was used as 
the Dirichlet boundary. No effect on soil surface tempera-
ture through radiation was set for Model 1, with tempera-
ture set to 20 °C. The soil surface boundaries of Models 2 

(11)�eq(�) = (�sat − �dry)Ke + �dry

(12)�dry = −0.56n + 0.51

(13)�sat = �1−n
s

�n
w

(14)Ke = exp
{
�[1 − S(�−1.33)

r
]
}
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and 3 had a constant radiation temperature of 22 °C, which 
was controlled by the solar radiation controller system. The 
Neumann type boundaries were used at the remaining part 
of the left boundary (CD) and the bottom boundary (EA). 
The settings of the HYDRUS model boundary condition are 
shown in Fig. 2a.

Differences between the software models resulted in dif-
ferent boundary conditions. During the process of modeling 
using COMSOL, the present paper refers to the setting of 
the boundary conditions of the predecessors in the COM-
SOL hydrological modeling process. Although the bound-
ary conditions of COMSOL are slightly different to those 
of HYDRUS, certain similarities exist between the two. A 
zero-flux boundary condition was used at the soil surface 
boundary (BC), because there is no “atmosphere boundary” 
in COMSOL. Chui and Freyberg (2007) set the soil surface 
boundary (BC) to a zero-flux boundary. Some boundary set-
tings were the same for both models. The COMSOL model 
boundary condition setting is shown in Fig. 2b. Table 3 
shows the calculated parameters of the seepage and tem-
perature fields of the model, and the parameter values of the 
laboratory test and mathematical model are shown in Table 4.

Fig. 2   Boundary conditions of the modeling scenarios for different experiments: (Model 1) Condition 1, (Model 2) Condition 2, (Model 3) Con-
dition 3; a HYDRUS Model boundary conditions, b COMSOL Model boundary conditions

Table 3   Parameters of the 
transient heat transfer model 
used to simulate the seepage 
and temperature fields

Parameters Value

ks (m/s) 8.25 × 10−5

θs (m3/m3) 0.342
θr (m3/m3) 0.023
Ss (1/Pa) 10−6

λg (W/(m °C)) 0.024
cg (J/(kg °C)) 1005
ρg (kg/m3) 1.205
n (%) 35
q (%) 50
αT (m) 0.01
αL (m) 0.01
cw (J/(kg °C)) 4186
λw (W/(m °C)) 0.58
ρw (kg/m3) 1000
cs (J/(kg °C)) 800
ρs (kg/m3) 1560



Environmental Earth Sciences          (2019) 78:267 	

1 3

Page 7 of 16    267 

Model evaluation

The root mean square error (RMSE), Pearson correlation 
coefficient (PCC) and Nash–Sutcliffe model efficiency coef-
ficient (NSE) were used in the present study to evaluate the 
accuracy of the model:

where m is the number of data, Tobs,i and Tmodel,i are the ith 
observed and the modeled temperature, respectively, and 
Tobs and Tmodel are the equivalent observed and modeled 
mean temperatures, respectively. The RMSE can vary from 
0 to + ∞. A smaller RMSE indicates a better model fit to 
observed data. The PCC ranges from − 1 to 1, with higher 
values indicating better model congruence. A correlation 
coefficient value in the ranges of 8–1.0, 0.6–0.8 and 0.4–0.6 
indicates an extremely strong, strong and moderate rela-
tionship, respectively. The NSE ranges from − ∞ to 1, and 
can be used to access the predictive power of hydrological 
models, with a value closer to 1.0 indicating a better match 
between observed and modeled values. NSE values > 0.6 and 
0 indicate a good prediction and a prediction no better than 
taking the average of the observed data, respectively.

Result and discussion

Model calibration

Figure 3 shows the simulated and measured temperature 
versus time curves at various points in the longitudinal 
profile at different locations along the infiltration bound-
ary based on COMSOL Multiphysics and HYDRUS-2D. 
The model calibration accuracies are expressed by RMSE, 

(15)RMSE =

√
1

m

∑m

i=1
(Tobs,i − Tmodel,i)

2

(16)

PCC =

∑m

i=1
(Tobs,i − Tobs)(Tmodel,i − Tmodel)

�∑m

i=1
(Tobs,i − Tobs)

2

�∑m

i=1
(Tmodel,i − Tmodel)

2

(17)NSE = 1 −

∑m

i=1
(Tobs,i − Tmodel,i)

2

∑m

i=1
(Tobs,i − Tobs)

2

PCC and NSE values listed in Table 5. Table 5 shows that 
the COMSOL Multiphysics RMSE varied between 0.13 and 
1.39 °C with an average of 0.67 °C, and a relatively small 
deviation between the simulated and observed values. Cor-
relations were expressed by PCC. The results showed that 
the simulated values at all observation points were strongly 
correlated with the measured values (|PCC| > 0.6 accounts 
for 100% of observations). Among them, extremely strong 
correlations were obtained for 81.82% of observation points 
(|PCC| > 0.8). The NSE showed that 63.64% of observation 
points had a good agreement between simulated and experi-
mental values (NSE > 0.6). Among them, the observation 
points (T20, T21, T23, T24, T25, T26, T27 and T28) located 
on the soil surface showed poor model matching. The 
HYDRUS-2D RMSE ranged from 0.26 to 1.99 °C with an 
average of 0.88 °C. Correlations to observed data obtained 
with the HYDRUS-2D were similar to that obtained through 
COMSOL with strong and extremely strong correlations 
obtained for 100% and 81.82% of observation points, respec-
tively. A total of 54.55% of observation points showed a 
good agreement between simulated and experimental values 
(NSE > 0.6), whereas a low degree of matching was obtained 
for the soil surface observation points. Therefore, the pre-
sent study found the use of COMSOL based on the Lu et al. 
(2007) model to be relatively more accurate.

Model verification

The present study verified whether the Lu et al. (2007) model 
based on COMSOL is able to characterize the dynamic 
changes in temperature in the riparian zone when exposed 
to low-temperature water discharged by a dam. Figures 4 and 
5 represent Condition 2 and Condition 3 based on COM-
SOL and HYDRUS used to simulate the dynamic changes 
in the riparian zone by dam discharge of cold water, and the 
model verification results are listed in Tables 6 and 7. Under 
Condition 2, the RMSE of the COMSOL simulation varied 
from 0.21 to 3.32 °C with an average of 1.26 °C. The RMSE 
of the T12 observation point was 3.32 °C with a relatively 
large error. Strong and extremely strong correlations were 
obtained for 90.91% (|PCC| > 0.6), and 81.82% (|PCC| > 0.8), 
respectively. The RMSE of the HYDRUS simulation results 
varied from 0.36 to 2.75 °C with an average of 1.41 °C. Sim-
ilar to the COMSOL result, the error of the T12 observation 
point was larger. Strong and extremely strong correlations 

Table 4   Laboratory test and 
calibration of mathematical 
model parameter values

α (l/m) nv θs (m3/m3) θr (m3/m3) ks (m/s)

Experiment 4.2 5.2750 0.342 0.023 8.25 × 10−5

HYDRUS-2D 3.8 5.2750 0.342 0.021 8.25 × 10−5

COMSOL Multiphysics 1.0 1.21 0.342 0.023 8.25 × 10−5
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were obtained for 95.45% and 86.36% of observation points, 
respectively. Good matches were obtained for 77.27% of the 
observation points (NSE > 0.6). The PCC and NSE values 
of HYDRUS under Condition 2 were better than those of 
COMSOL, whereas the RMSE was a little worse. Under 
Condition 3, The COMSOL RMSE varied from 0.37 to 
2.28 °C with an average of 1.09 °C, and strong correlations 
accounted for 95.24% of observation points. Good matches 
were obtained for 85.71% of the observation points. The 
RMSE of the HYDRUS simulation results varied from 0.41 
to 4.92 °C with an average of 1.63 °C. Compared with other 
observations, the RMSE value was larger at T10 and T19, 
indicating that the simulation error was larger. Correla-
tion analysis results showed that the simulated values of all 
observation points were extremely strongly correlated with 
the measured values. The model efficiency results showed 

that 71.42% of the observation points matched well with the 
measured values.

These results showed that the Lu et al. (2007) model 
based on COMSOL and the Horton thermal conductivity 
model based on HYDRUS each had their own advantages, 
thereby making it difficult to evaluate which method per-
formed the best within the present study. Therefore, we 
used the global analysis method to compare the simulations 
between COMSOL and HYDRUS for all the observation 
points under different domain conditions. The results shown 
in Figs. 6 and 7 compare the RMSE, PCC and NSE values 
between the two models under different domain conditions. 
As is evident in Fig. 7, the Lu et al. (2007) model based on 
COMSOL performed better than the Horton thermal con-
ductivity model based on HYDRUS. Therefore, we used 
the Lu et al. (2007) model based on COMSOL to study the 
hydro-thermal dynamics of the riparian zone.

Fig. 3   Comparison of measured and simulated temperature time series at different observation points under Condition 1. The symbols show 
measured data under Condition 1 and curves show numerical modeling results
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To further clarify the dynamic changes in temperature in 
the riparian zone, Fig. 8 shows the temperature and contour 
maps of the infiltration of cold water into the riparian zone at 
a head of 30 cm and the temperature of 9.5 °C. It can be seen 
from Fig. 8 that heat transfer and exchange in the aquifer of the 
riparian zone were affected by cold water discharge from the 
reservoir, which resulted in change to the temperature distribu-
tion in the riparian zone. The aquifer contained a significant 
vertical temperature stratification, which formed the non-iso-
thermal environment of the low-temperature water layer and the 
upper natural temperature surface bidirectional radiation, with 
the gradient gradually decreasing with depth. The riparian zone 
can be divided into low, medium and high temperature zones 
along the horizontal direction from the near shore to the far 
shore. The temperature zones changed over time, demonstrating 
the phenomenon of cold water spreading, resulting in a gradual 
decrease in the gradient. The comparison of five different time 
periods found that the area of low temperature along the ripar-
ian zone gradually increased over time, which illustrated the 
rapid invasion of the riparian zone by low-temperature water.

The temperature of the soil near the infiltration level 
quickly equalized with that of the river at the beginning of 
infiltration, which increased over time. With an increase 
of infiltration time, the internal saturation of the riparian 
zone increased and the range of low temperature gradually 
expanded across the entire riparian zone. The surface soil 

temperature also changed during the first 30 min of infiltra-
tion. Between 30 and 180 min, the soil temperature below 
the infiltration head reached the infiltration water tempera-
ture. After 180 min, the soil temperature above the infiltra-
tion head also gradually decreased, moving toward the infil-
tration water temperature, and the low-temperature region 
also gradually increased. Due to the effect of the infiltration 
head, the low-temperature area of the higher water head was 
larger than that of the low water head.

From Fig. 8, it is evident that the initial temperature of sand 
was 20 °C. The points T1, T2, T3, T4, T5, T6, T7, T8, T9 
and T10 near the infiltration boundary and the bottom bound-
ary decreased rapidly and reached a steady state within the 
first 180 min, with temperature close to the infiltration water 
temperature. In contrast, more time was required for the tem-
peratures near the upper and right boundary points to reach a 
steady state. With an increase in infiltration time, the tempera-
ture gradient in the low, medium and high temperature zones 
decreased, and the vertical stratification became more obvious.

Sensitivity analysis

Sensitivity analysis was used to identify the major fac-
tors affecting the output of the model, thereby facilitat-
ing improved model prediction. Either single factor or 

Table 5   Root mean square 
error (RMSE; °C), Pearson 
correlation coefficient 
(PCC) and Nash–Sutcliffe 
model efficiency coefficient 
(NSE) values for COMSOL 
Multiphysics and HYDRUS-2D 
model calibration under 
Condition 1

Temperature 
sensors

COMSOL multiphysics HYDRUS-2D

RMSE (°C) PCC NSE RMSE (°C) PCC NSE

T1 0.60 0.998 0.912 0.40 0.985 0.961
T2 0.85 0.942 0.879 0.90 0.935 0.867
T3 0.70 0.971 0.955 1.37 0.932 0.829
T4 0.93 0.994 0.936 0.98 0.966 0.929
T7 0.81 0.983 0.931 1.51 0.936 0.762
T8 1.24 0.968 0.876 1.37 0.960 0.849
T9 0.69 0.987 0.962 0.92 0.976 0.932
T10 1.39 0.997 0.744 1.99 0.958 0.484
T11 1.08 0.965 0.858 1.30 0.914 0.797
T13 1.27 0.962 0.834 0.64 0.983 0.958
T15 0.59 0.997 0.906 1.92 0.930 − 0.035
T16 0.26 0.995 0.985 0.84 0.970 0.850
T18 0.34 0.989 0.967 0.36 0.984 0.962
T19 0.13 0.997 0.990 0.52 0.971 0.853
T20 0.64 0.992 0.061 0.97 0.972 − 1.111
T21 0.99 0.949 − 9.559 1.02 0.950 − 10.16
T23 0.74 0.763 − 16.97 0.75 0.761 − 17.28
T24 0.41 0.917 − 5.020 0.42 0.933 − 5.234
T25 0.39 0.753 − 6.535 0.39 0.801 − 6.473
T26 0.25 0.761 − 0.016 0.27 0.719 − 0.172
T27 0.27 0.782 − 0.230 0.29 0.752 − 0.368
T28 0.23 0.809 − 0.037 0.26 0.789 − 0.217
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multi-factor sensitivity analysis can be improved. Single fac-
tor sensitivity calculation is simple and quick. However, the 
calculation workload would become too heavy if a compre-
hensive test portfolio is to be performed. On the other hand, 
the orthogonal test design allows for multi-factor test to seek 
the optimal combination. Therefore, the present study used 
the orthogonal test design for analysis of the sensitivity of 
the model.

Orthogonal design is a statistical method that arranges 
multi-factor experiments using a set of ready-made tables. 
The method assists in the statistical analysis of the results. 
A suitable orthogonal table was first selected and recorded 
as Ln(rm), where L is the symbol of the orthogonal table, 
r is the number of factors, n is the number of orthogonal 
table rows and m is the orthogonal table column number. 
The factors were randomly placed in the table above the col-
umn, termed the header design. The calculation scheme was 
determined by the orthogonal table Ln(rm) at the given level 

of each factor. Finally, according to the test designed by the 
orthogonal table, the index value of each test was calculated 
and the sensitivity of each factor to the index was determined 
according to the test result. In the present study, the results 
of the orthogonal test were analyzed using range analysis.

Suppose A and B represent the different factors in the 
experiment, r is the number of factor levels, Ai represents 
the ordinal values of factor A, i = 1, 2, …, t, Xij represents the 
ordinal values of factor j, (i = 1, 2, …, n, j = A, B, …) and n 
tests were performed at Xij to obtain n tests results Yk, (k = 1, 
2, …, n). The formula is:

where Kij is the average value of each test result of factor j 
at level i, t is the number of trials for factor j at level i, k is 
the kth test index value, Y  is the average of all test results.

(18)Kij =
1

t

t∑

k=1

Yk − Y

Fig. 4   Comparison of measured and simulated temperature time series at different observation points under Condition 2. The symbols show 
measured data under Condition 2 and curves show numerical modeling results
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The criteria for evaluation of the range sensitivity method 
were the range values Rj for each factor, which is defined as 
the difference between the maximum and minimum values 
of the statistical parameter Kij calculated at each level of this 
factor. The formula is:

The larger the value of Rj, the greater the influence of the 
change in the factor on the test index.

The temperature field of the riparian zone showed spatial 
variation. Because of the large volume of data available, 
a transverse section was selected for analysis, concentrat-
ing on the parameters identified during sensitivity analysis, 
with only the longitudinal section analyzed. The difference 
between the temperature field and the rated temperature field 
due to changes in the parameters was determined for each 
finite element node, following which the average change was 

(19)Rj = Max
{
K1j,K2j,…

}
−Min

{
K1j,K2j,…

}

used to represent the change in temperature. The average 
temperature at 500 min was selected as the main test index 
for sensitivity analysis. The sensitivity analysis involved 
seven parameters that determine the changes in tempera-
ture in the model: (1) infiltration head (H); (2) infiltration 
water temperature (T); (3) hydraulic conductivity (ks); (4) 
van Genuchten parameter α; (5) van Genuchten parameter 
nv; (6) residual moisture content (θr) and; (7) saturated water 
content (θs). Three levels of factors were selected for each 
parameter, one acting as the reference value, and then an 
increase and decrease of the reference value by 10%, respec-
tively. Table 8 shows the test factors for parameter sensitivity 
analysis and the levels of each factor.

It was assumed that there was no interaction among the 
factors of the model. The L18(37) orthogonal test table was 
chosen according to the test factors and the number of levels, 
and the first column was set to empty. The test factors were 
assigned to the table in turn to obtain the orthogonal test 

Fig. 5   Comparison of measured and simulated temperature time series at different observation points under Condition 3. The symbols show 
measured data under Condition 3 and curves show numerical modeling results
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Table 6   Root mean square 
error (RMSE; °C), Pearson 
correlation coefficient (PCC) 
and Nash–Sutcliffe model 
efficiency coefficient (NSE) for 
COMSOL Multiphysics and 
HYDRUS-2D model calibration 
under Condition 2

Temperature 
sensors

COMSOL Multiphysics HYDRUS-2D

RMSE (°C) PCC NSE RMSE (°C) PCC NSE

T1 0.21 0.998 0.996 0.71 0.980 0.956
T2 2.30 0.848 0.518 1.97 0.886 0.647
T3 1.99 0.944 0.833 2.75 0.890 0.684
T4 1.35 0.989 0.942 2.16 0.933 0.852
T5 1.26 0.999 0.952 1.58 0.967 0.924
T8 1.35 0.984 0.943 2.31 0.950 0.832
T9 0.62 0.996 0.988 1.68 0.965 0.915
T10 2.33 0.991 0.749 2.53 0.970 0.705
T11 2.54 0.945 0.702 2.63 0.901 0.681
T12 3.32 0.931 0.601 2.55 0.954 0.766
T13 2.78 0.953 0.736 1.96 0.977 0.869
T15 0.60 0.994 0.975 0.98 0.987 0.933
T16 0.46 0.997 0.986 1.09 0.974 0.927
T18 1.16 0.993 0.903 1.17 0.987 0.901
T19 0.76 0.999 0.931 0.80 0.984 0.924
T20 0.43 0.991 0.947 0.41 0.994 0.952
T21 0.74 0.971 0.147 0.68 0.978 0.283
T22 0.62 0.959 0.419 0.58 0.971 0.495
T25 1.02 0.669 − 0.872 0.87 0.775 − 0.339
T27 0.75 0.136 − 0.497 0.70 0.398 − 0.289
T28 0.66 0.362 0.048 0.51 0.691 0.428
T29 0.49 0.679 0.455 0.36 0.889 0.720

Table 7   Root mean square 
error (RMSE; °C), Pearson 
correlation coefficient (PCC) 
and Nash–Sutcliffe model 
efficiency coefficient (NSE) for 
COMSOL Multiphysics and 
HYDRUS-2D model calibration 
under Condition 3

Temperature 
sensors

COMSOL Multiphysics HYDRUS-2D

RMSE (°C) PCC NSE RMSE (°C) PCC NSE

T2 0.62 0.986 0.963 0.88 0.964 0.929
T3 0.64 0.994 0.978 1.37 0.951 0.901
T4 1.60 0.977 0.896 1.73 0.949 0.879
T6 0.37 0.999 0.984 0.41 0.993 0.981
T7 1.75 0.918 0.817 1.68 0.922 0.833
T8 0.38 0.998 0.994 1.27 0.965 0.927
T9 0.89 0.992 0.972 1.35 0.983 0.935
T10 2.00 0.982 0.838 3.07 0.958 0.618
T11 0.80 0.988 0.942 0.91 0.970 0.926
T12 0.75 0.993 0.968 1.56 0.943 0.864
T13 0.43 0.997 0.993 1.21 0.980 0.942
T15 2.25 0.989 0.691 2.94 0.976 0.476
T16 2.28 0.862 0.707 2.36 0.849 0.687
T18 1.67 0.980 0.878 3.12 0.939 0.577
T19 0.90 0.988 0.954 4.92 0.902 − 0.371
T20 0.78 0.998 0.944 0.81 0.996 0.939
T21 0.65 0.988 0.970 1.25 0.962 0.891
T24 0.78 0.983 0.906 0.76 0.983 0.911
T27 1.51 0.771 0.280 1.32 0.842 0.451
T28 1.13 0.864 0.098 0.87 0.903 0.462
T29 0.75 0.872 − 0.709 0.55 0.896 0.080
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Fig. 6   A comparison of meas-
ured and modeled temperature 
in the domain under different 
conditions. The blue circle 
is based on the results of the 
COMSOL simulation using the 
Lu et al. (2007) model. The red 
circle is based on the results of 
the HYDRUS simulation using 
the Horton thermal conductivity 
model

Fig. 7   Comparison of the root mean square error (RMSE), Pearson correlation coefficient (PCC) and Nash–Sutcliffe efficiency coefficient (NSE) 
of COMSOL and HYDRUS under different conditions in the domain

Fig. 8   The simulation results of temperature varied over time under Condition 1
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table of the sensitivity of the model parameters. The com-
bination of factors corresponding to each row in the table 
was used as a test scheme. The orthogonal test calculation 
schemes and results are shown in Table 9.

According to the results of the orthogonal test shown in 
Table 9, range analysis was used to analyze the sensitivity 
of each parameter to the test index, and was applied to the 
mean temperature at 500 min. The results (Table 10) showed 
that the sensitivity of each factor to temperature ranged from 
large to small: nv, T, H, ks, α, θs, θr.

Within range analysis, the larger the range of a parameter, 
the greater the sensitivity, and the greater the impact on test 
indicators. Figure 9 shows that the parameters nv, T and H 

Table 8   Factor levels of the 
orthogonal experiment

Level H (cm) T (°C) ks (m/s) α (1/m) nv θr (m3/m3) θs (m3/m3)

1 27 8.55 7.425 × 10−5 0.9 1.089 0.0207 0.3078
2 30 9.50 8.250 × 10−5 1.0 1.210 0.0230 0.3420
3 33 10.45 9.075 × 10−5 1.1 1.331 0.0253 0.3762

Table 9   Calculation schemes 
and results of the orthogonal 
experiment

Scheme 1 2 (H) 3 (T) 4 (ks) 5 (α) 6 (nv) 7 (θr) 8 (θs) T (°C)

1 1 27 8.55 7.425 × 10−5 0.9 1.089 0.0207 0.3078 14.624
2 1 27 9.50 8.250 × 10−5 1.0 1.210 0.0230 0.3420 13.946
3 1 27 10.45 9.075 × 10−5 1.1 1.331 0.0253 0.3762 13.741
4 1 30 8.55 7.425 × 10−5 1.0 1.210 0.0253 0.3762 13.108
5 1 30 9.50 8.250 × 10−5 1.1 1.331 0.0207 0.3078 12.829
6 1 30 10.45 9.075 × 10−5 0.9 1.089 0.0230 0.3420 14.969
7 1 33 8.55 8.250 × 10−5 0.9 1.331 0.0230 0.3762 11.608
8 1 33 9.50 9.075 × 10−5 1.0 1.089 0.0253 0.3078 14.181
9 1 33 10.45 7.425 × 10−5 1.1 1.210 0.0207 0.3420 13.959
10 2 27 8.55 9.075 × 10−5 1.1 1.210 0.0230 0.3078 13.326
11 2 27 9.50 7.425 × 10−5 0.9 1.331 0.0253 0.3420 13.168
12 2 27 10.45 8.250 × 10−5 1.0 1.089 0.0207 0.3762 15.444
13 2 30 8.55 8.250 × 10−5 1.1 1.089 0.0253 0.3420 14.150
14 2 30 9.50 9.075 × 10−5 0.9 1.210 0.0207 0.3762 13.314
15 2 30 10.45 7.425 × 10−5 1.0 1.331 0.0230 0.3078 13.515
16 2 33 8.55 9.075 × 10−5 1.0 1.331 0.0207 0.3420 11.576
17 2 33 9.50 7.425 × 10−5 1.1 1.089 0.0230 0.3762 14.375
18 2 33 10.45 8.250 × 10−5 0.9 1.210 0.0253 0.3078 13.656

Table 10   The results of range 
sensitivity analysis for each 
factor’s contribution to the 
index

Factors H T ks α nv θr θs

T K1 0.4032 − 0.5729 0.1532 − 0.0818 0.9856 − 0.0139 0.0502
K2 0.0092 − 0.0028 − 0.0328 − 0.0099 − 0.0868 − 0.0151 − 0.0103
K3 − 0.4124 0.5757 − 0.1204 0.0917 − 0.8988 0.0291 − 0.0399
R 0.8156 1.1486 0.2736 0.1735 1.8844 0.0442 0.0901

Sensitivity nv> T > H > ks> α > θs> θr

Fig. 9   Sensitivity contrast results of each test index
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had considerable influence on temperature in the model, and 
the sensitivity of nv was the greatest. The sensitivities of the 
parameters ks, α, θr and θs were relatively small.

Conclusions

The current study used the Lu et al. (2007) model represent-
ing riparian zone saturated–unsaturated seepage and tem-
perature. Simulation of soil hydro-thermal transmission and 
a laboratory test were used to validate the Lu et al. (2007) 
model against simulations of soil thermal conductivity by 
COMSOL Multiphysics. The distribution of temperature 
field in the riparian zone was also obtained. The present 
study made the following conclusions:

1.	 The analysis indicators (RMSE, PCC and NSE) of single 
observation points indicated that Lu et al. (2007) model 
and Horton thermal conductivity models each had their 
own advantages; therefore, it was difficult to determine 
which one was more suitable. Global analysis using the 
three experimental conditions found that the simulations 
of temperature of the riparian zone based on the Lu et al. 
(2007) model were in good agreement with the meas-
ured values.

2.	 The temperature of soil near the infiltration and bot-
tom boundaries rapidly fell, reaching a steady state in a 
relatively short period of time, with temperature close 
to the infiltration water temperature. In contrast, more 
time was required for the temperature near the upper and 
right boundaries to reach a steady state. The influence 
of water temperature was more obvious closer to the 
infiltration boundary. With an increase in the infiltra-
tion head, average soil temperature decreased, the low-
temperature region of the soil gradually expanded, and 
the temperature gradient increased.

3.	 The river channel and riparian zone conducted heat 
transfer through lateral hyporheic exchange, and obvious 
vertical temperature stratification occurred in the ripar-
ian aquifers, forming a non-isothermal soil environment 
under the bidirectional radiation of the low-temperature 
water layer and the upper natural temperature surface, 
and the gradient gradually decreased with depth. A 
temperature division into low, medium and high tem-
perature zones was evident in the horizontal direction 
from offshore to the far shore. The spatial distribution of 
temperature changed with time, illustrating the spread of 
cold water and the gradual decrease in the temperature 
gradient.

4.	 The sensitivity of the orthogonal experiment was ana-
lyzed. Seven factors were considered: three factors for 
each parameter level and three levels of factors, with a 

reference value and an increase and decrease of the ref-
erence value by 10%, respectively. The parameters nv, T 
and H were shown to have considerable influence on the 
temperature field in the model, and the sensitivity of nv 
was the highest. The sensitivities of the parameters ks, 
α, θr and θs were relatively small.
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