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Abstract
Surface-water/groundwater exchange through the evaluation of riparian-zone temperature data has attracted increasing
attention in recent years. The Fox Ditch Canal, Nevada, USA, was chosen for this study on seasonal variations of riparian-
zone water exchange. Groundwater temperature and hydraulic head real-time monitoring data were collected from March
to November 2012. A calibrated hydro-thermal coupling model was used to characterize the riparian-zone temporal and
spatial temperature distribution, thereby providing a standard against which the performances of four analytical solution
models for calculated riparian-zone vertical seepage velocity could be assessed. The results indicated that the proposed
model provided a simulation that was able to represent dynamic changes in riparian-zone soil temperature. Although small
variations in patterns and magnitudes of riparian-zone water exchange were evident at a daily scale, they varied signifi-
cantly over a seasonal scale. Comparison of the results of the four analytical solutions and numerical computation found
that the Hatch solution by the amplitude method provided the highest accuracy for calculating groundwater velocity in this
area (2.47 × 10−6 to 3.15 × 10−6 m/s). Global sensitivity analysis of hydro-thermal coupling model parameters showed that
porosity had the most significant impact on temperature in the model.

Keywords Hyporheic exchange . Riparian zone . Analytical solutions . Vertical seepage velocity . Groundwater/surface-water
relations

Introduction

Surface-water/groundwater (SW–GW) exchange has been the
focus of hydrology, hydrogeology, environmental sciences and
water resources management; therefore, spatial-temporal vari-
ation of SW–GWexchange is of great significance (Kinal and
Stoneman 2012; Chen et al. 2017; Saha et al. 2017;
Ibrakhimov et al. 2018). Surface-water bodies such as rivers,
brooks, lakes, wetlands, irrigation ditches and offshore seawa-
ter usually exchange with GW through the permeable geolog-
ical strata separating them. Because there is always a

concurrent transfer of energy during SW–GWexchange, tem-
perature, as a reflection of the state of energy, can reflect
spatial-temporal variation in hydraulic exchange and provides
an easy-to-measure and pollution-free natural tracing method
(Engelhardt et al. 2011, 2013). The observation of spatial-
temporal differences in temperature at the bottoms of rivers,
lakes, wetlands and irrigation canals provides a representation
of GW movement, thereby providing a measure of exchange
between GWand SW (Constantz 2008; Mutiti and Levy 2010;
Munz et al. 2016; Wilson et al. 2016).

The hyporheic zone is the saturated sedimentary layers
under a riverbed and in the riparian zone where there is
exchange of SW and GW materials and energy, and is also
an area containing its own niche biological community
(Lemke et al. 2013; Liao et al. 2013). The region of SW–
GW exchange through riparian zone sedimentary layers is
known as the riparian hyporheic layer. The riparian
hyporheic layer has received increasing attention in recent
years (Hoang et al. 2017; Liu et al. 2018; O’Toole et al.
2018). The hyporheic exchange processes occurring in the
riparian hyporheic layer, which is an important part of the
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hyporheic zone, regulates the exchanges of water, heat and
other materials, thereby exerting a significant impact on
GW quantity and quality (Edwardson et al. 2003). Vogt
et al. (2012) stressed that infiltration of river water is im-
portant for the ecologies of both the hyporheic and riparian
GW zones, and also supplies the GW used by humans
through riverbank filtration. The use of heat as a tracer to
estimate SW–GW exchange rates is impeded by the spatial
and temporal variations in exchange fluxes; therefore,
quantifying the spatial and temporal variations in seepage
velocity is important.

Hyporheic exchange is affected by many factors. At the
meander scale, various geomorphological characteristics in-
cluding sinuosity, topography, bars, pool-riffle sequences and
bed forms can influence hydrological and biogeochemical pro-
cesses in the hyporheic zone (Boano et al. 2006; Cardenas
2007; Dwivedi et al. 2017, 2018a). The study of the hyporheic
zone is now relatively mature, although most studies have
focused on riverbed vertical hyporheic exchange (Lautz
2012; Fox et al. 2014, 2016; Hester et al. 2016; Huang and
Chui 2018). Hyporheic exchange in fact occurs both in a ver-
tical direction below the riverbed and in a lateral direction into
the riparian zone floodplain (Dwivedi et al. 2018b), although
they differ in terms of exchange mechanism, ecological pro-
cess and material transport. Molina-Giraldo et al. (2011) sim-
ulated the coupling of the temperature-seepage field by estab-
lishing a two-dimensional (2-D) model of SW recharge to GW
and found that temperature dispersion in the shallow aquifer of
the riparian hyporheic layers was greatly influenced by heat
transfer in the unsaturated zone. Vogt et al. (2012) monitored
the temperature of shallowGWusing a distributed optical fiber
temperature (DTS), and through analyzing the temperature
time series of the vertical section, identified an uneven spatial
distribution of GW temperature in the riparian zone due to the
impact of GW velocity at different depths. Kiel and Cardenas
(2014) detected lateral hyporheic exchange throughout the
Mississippi River network, and concluded that practically all
water reaching the mouth had circulated through the lateral
hyporheic zone. Arora et al. (2016) evaluated the cumulative
impact of reduced GW and sediments along the riverbanks of
the Colorado River and quantified the effects of water-table
fluctuations and temperature gradients on subsurface carbon
fluxes in the floodplain. Yabusaki et al. (2017) used saturated
flow varying across three dimensions and biogeochemical re-
active transport modeling to build a systematic and mechanis-
tic understanding of the processes, properties and conditions
controlling spatially and temporally variable biogeochemistry
in a small semiarid floodplain.

The aforementioned large number of studies demonstrate
the importance of lateral exchange in the riparian zone.
However, few studies have focused on temporal and spatial
heterogeneity of temperature in the riparian zone with the use
of water temperature and hydraulic head data to describe

lateral riparian SW–GW exchange (Engelhardt et al. 2013;
Liu et al. 2018). Moreover, there have been few attempts to
quantify the SW infiltration rate of the riparian zone by use of
temperature, and most have concentrated on the riverbed (Rau
et al. 2010; Yao et al. 2015; Lu et al. 2017; Wang et al. 2017a);
therefore, further study of SW–GW exchange in the riparian
zone based on temperature time series analytical solution
models would be of value. In the current study, real-time
GW temperature and hydraulic head data were used to estab-
lish a hydro-thermal coupling model based on COMSOL
Multiphysics, which originated from the Fox irrigation canal
in Mason Valley and was published by the US Geological
Survey (USGS) at Reston, Virginia, USA. Seasonal variations
in the riparian zone temperature were analyzed. The riparian
zone GW velocity results of four typical analytical solution
models within VFLUX 2 were compared based on tempera-
ture series data to verify the flow field characteristics of the
riparian zone. The mathematical models of riparian zone GW
flow and heat transfer contained a large number of parameters,
which required extensive model calibration; therefore, a sen-
sitivity analysis was required to identify the most important
parameters. The Morris method was used to determine the
main factors affecting the temperature of the riparian zone to
reduce the workload required for model correction and to
provide a reference for related studies.

Study site

Figure 1 shows the location of the study site canal, watershed
and monitoring stations. The data used were from a field test
performed by the USGS (Reston, VA)within theWalker River
Basin from March to November, 2012 (Naranjo and Smith
2016). The field test aimed to determine irrigation canal seep-
age loss within basin. The Walker River is located in Nevada,
with a drainage area of approximately 10,230 km2 and a total
length of 100 km. The East and West Walker rivers converge
at Mason Valley and then flow into Walker Lake. Flow in the
river mainly originates from the Sierra Nevada Mountain
meltwaters and the river is the major source of water for irri-
gated agriculture in Nevada. The annual average temperature
of the Walker River Basin ranges from −4 to 35 °C, with a
maximum in July and minimum in December. Alfalfa is the
dominant crop and the total irrigated area is 534,000 acres,
covering regions such as the Bridgeport, Antelope, Smith and
the Mason valleys in California and Nevada. Surface water is
usually used for agricultural irrigation, with GW used as an
alternative during drought years. The present study used data
collected from monitoring station 2 of the Fox Ditch Canal at
Mason Valley.

Researchers from the USGS placed water level and tem-
perature sensors along the riverbed and riparian zone of the
Fox Ditch Canal for real-time monitoring of water level and
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water temperature. PVC temperature monitoring rods contain-
ing strainers were inserted into the sedimentary layers of the
riparian zone. Temperature probes were then hung on the PVC
rods 2.8 and 5.8 m away from the river center to measure
water temperature at depths of 0.50, 0.70, 1.50 and 2.15 m,
and 1.20, 1.70, 2.30 and 2.75 m, respectively. The water level
and SW temperature of the riverbed were monitored using a
Micro-Diver pressure sensor (accuracy: ±1.0 cm; resolution:
0.2 cm) and automatic temperature data recorder (accuracy:
±0.1 °C; resolution: 0.01 °C), both manufactured by
Schlumberger. The riverbank surface soil temperature was
monitored using an iBcod type-L temperature sensor (accura-
cy: ±0.5 °C; resolution: 0.5 °C) manufactured by AlphaMach.
The hydraulic heads and temperature data monitored during
the test were recorded and stored by a data recorder every 1 h.

Numerical modeling

Model tools

The standard finite-element model COMSOL Multiphysics
was used to simulate water flow and heat transport

(Cardenas 2009; Sawyer et al. 2012; Munz et al. 2017).
COMSOL Multiphysics is a numerical simulation software
which simulates physical SW–GW exchange mechanisms
based on the finite element method by solving a partial differ-
ential equation (single field) or partial differential equation
groups (multi-field).

VFLUX 2 was used to calculate the seepage velocity of
GW (Gordon et al. 2012), and is the first published computer
program capable of calculating water flux from time series
temperature data. The software allows completely automatic
data pre-processing, including robust filtering with Dynamic
Harmonic Regression (DHR), and is the first method to allow
the use of a sliding window to identify changing flux rates
with depth at a high spatial resolution (Irvine et al. 2015).

Flow model

The saturated-unsaturated seepage field can be expressed by
the Richards equation (Richards 1931):

ρw
Cm

ρwg
þ SeSs

� �
∂p
∂t

þ ∇ρw −
KsKr θð Þ
μ Tð Þ ∇ pþ ρwgzð Þ

� �
¼ Qm

ð1Þ

Fig. 1 Map showing the canal location, watershed and monitoring stations
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where ρw is water density, Cm is water capacity, g is the
acceleration of gravity, Se is the relative saturation of soil,
Ss is elastic water storage rate; p is the intensity of pres-
sure, t is time, ∇ is a Laplace operator, θ is moisture
content, Ks is hydraulic conductivity of saturated media,
Kr(θ) is the relative hydraulic conductivity of the unsatu-
rated zone (0 ≤ Kr(θ) ≤ 1) (the function of moisture content
θ), μ(T) is water dynamic viscosity, μ(T) = 0.00002414 ×
10(247.8/(T + 133.16)) (Kipp 1987) and is a function of tem-
perature, z is the elevation of calculated point position,
and Qm is the water source.

To date, some empirical formulae to represent of soil
moisture characteristics of the unsaturated zone have been
proposed. The most accepted include the models of van
Genuchten (van Genuchten 1980), Brooks-Corey (Milly
1987) and Gardner (Milly 1987; Gardner et al. 1970).
Among the proposed models, the van Genuchten model
is characterized by a high accuracy (Shao and Horton
1998; Young et al. 2002), specific physical definitions of
parameters, good applicability and a fitted curve capable of
demonstrating the features of soil during the drying, tran-
sition and saturation periods; it is widely applied in the
calculation of unsaturated soil (nearly all soil types). The
van Genuchten model can be written as:

θ ¼ θr þ Se θs−θrð Þ ð2Þ

where Se is the relative saturation of soil, θr is residual
moisture content and θs is saturated moisture content. The
formula for the relative saturation of soil is:

Se ¼ 1

1þ αhp
� �nv� �m ð3Þ

where hp is the pressure head (hp = pw/ρwg) which is equal
to the suction head hc in the unsaturated zone, α is the
reciprocal of the air entry value of the soil moisture char-
acteristic curve, nv is the parameter indicative of the gradi-
ent of the soil moisture characteristic curve and m = 1 – 1/
nv. The empirical formulae used to calculate the water ca-
pacity of soil Cm and the relative hydraulic conductivity
Kr(θ) in the unsaturated zone respectively are:

Cm ¼ αm
1−m

θs−θrð ÞS 1
m
e 1−S

1
m
e

� 	m
ð4Þ

Kr θð Þ ¼ S
1
2
e 1− 1−S

1
m
e

� 	mh i2
ð5Þ

Heat transport model

The saturated-unsaturated heat transfer model can be
expressed by the following equation (Healy and Ronan 1996):

∂ ρeqCeqT
� 	

∂t
¼ ∇ λeq∇T

� �þ ∇ θρwCwDH∇Tð Þ−∇ θρwCwuTð Þ þ Qs

ð6Þ
where ρeq is equivalent density, Ceq is equivalent specific heat
capacity, T is water temperature, t is time, ∇ is a Laplace
operator, λeq is equivalent thermal conductivity, θ is moisture
content which is equal to porosity in the saturated zone, ρw is
water density, Cw is the specific heat capacity of water, DH is
the hydrodynamic dispersion coefficient, u is mean water ve-
locity calculated by u = v/θ (v is the Darcy seepage velocity)
and Qs is the heat source.

The coefficient of hydrodynamic dispersion is a parameter
representing the ability of porous media to diffuse a contam-
inant at a certain flow velocity.

DHij ¼ αTjvjδij þ αL−αTð Þviv jjvj ð7Þ

where αT is transverse dispersion, |v| is the magnitude of flow
velocity vector, δij is a kriging constant equal to 1 when i = j
and otherwise 0, αL is longitudinal dispersion, vi is the vector
of flow velocity in direction i and vj is the vector of flow
velocity in direction j.

The equivalent density and equivalent specific heat ca-
pacity of soil follow the volume averaging law and respec-
tively are:

ρeq ¼ 1−nð Þρs þ θρw þ n−θð Þρg ð8Þ
Ceq ¼ 1−nð ÞCs þ θCw þ n−θð ÞCg ð9Þ

where ρs, ρw and ρg represent the density of soil, water and air,
respectively, and n is the porosity of the porous medium.
Under saturated conditions, θ = n, and Eq. (6) is the convec-
tion current heat transport equation in a saturated aquifer. Cs

and Cg represent the specific heat capacities of soil and air,
respectively.

Analytical methods in VFLUX 2

The temperatures of the shallow geological layers fluctuate
periodically due to the influence of atmospheric temperature.
The fluctuation attenuates with increasing depth increases and
this is closely related to the movement of GW (Lee et al.
2013). Thus, the present study proposed an analytical method
to calculate GW velocity in the vertical direction using time
series temperature data. Four typical analytical solution
models are provided by Hatch (Hatch et al. 2006), Keery
(Keery et al. 2007), McCallum (McCallum et al. 2012) and
Luce (Luce et al. 2013), with all assuming that SW tempera-
ture at the upper boundary follows a sinusoidal fluctuation—
T(z, t) = Tw(t) at z = 0; Tw(t) is a set of SW temperatures which
were described as the superposition of trigonometric func-
tions. The lower boundary is a homogeneous isotropic half-
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infinite space, and the infinity is the crustal constant tempera-
ture layer—T(z, t) = TA at z =∞; TA is the average ambient
temperature. The initial boundary condition is T(z, t = 0)
(Stallman 1965; Goto et al. 2005; Schornberg et al. 2010).
More details of the four analytical solution models are provid-
ed in Appendix 1.

Based on the preceding four analytical solution models, the
VFLUX 2 calculation program was used to calculate vertical
seepage velocity. Since the analytical solutionmodels used are
suitable for homogeneous porous media, it was assumed that
they conformed to this condition. Parameters required for the
calculation, including effective thermal conductivity, thermal
dispersion coefficient, specific heat capacities of water and
soil, and the porosity of saturated layers in the riparian zone,
were determined according to the test performed by Naranjo
and Smith (2016). The parameters used in the VFLUX 2 cal-
culation are listed in Table 1.

Data processing

The present study used an analytical model with input require-
ments of diurnal temperature data as these data have a large
amplitude and are easy to observe. The measured temperature
time series data contained multi-periodic-superposed signals,
and were therefore filtered to obtain sinusoidal signals of di-
urnal temperature fluctuation for application to the Hatch and
Keery analytical solution models. The present study used dy-
namic harmonic regression analysis (DHR) which is suitable
for processing periodic signals to filter the measured data.

The measured temperature data were filtered through the
DHR method with the fundamental frequency set at P = 12 h.
The temperature series data which fluctuated in accordance
with a sinusoidal harmonic wave were then obtained
(Fig. 2). The results of DHR analysis showed a good fit to
measured data. Several mutation points were present on the
curves of the aperiodic factors, indicating that temperature
was not stable.

Model setup

Using the aforementioned numerical models, COMSOL
Multiphysics was able to identify finite element solutions to
saturated-unsaturated seepage and the temperature coupling
model through modifying relevant modules. According to

the difference in soil permeability, the soil types in the solution
zone could be categorized into zones 1 and 2 (Fig. 3). No-flow
boundaries were set on the left and right sides of the saturated-
unsaturated seepage field, and the permeable boundary was
set at the bottom. The variable head boundary was set at the
river-water-contact interface, which was imposed on the
boundary by defining a cubic spline interpolation function in
COMSOL Multiphysics. The initial hydraulic head was set
according to the value measured by the water level sensor.
Adiabatic boundaries were set on the left and right sides as
well as at the bottom of the temperature field. The air temper-
ature boundary was set at the air contact interface. The water
temperature boundary was set at the river-water-contact inter-
face. The initial temperature was set according to the mean of
preliminary sensor measurements. The initial temperatures of
zones 1 and 2 were 6 and 5 °C, respectively. Figure 4 shows
the change in hydraulic head from March 26, 2012 to
November 4, 2012. The hydraulic and temperature parameters
used in the calculation model are listed in Table 2.

Model evaluation

The simulation accuracy of the proposed model was evaluated
using the root mean square error (RMSE), Pearson correlation
coefficient (PCC) and Nash-Sutcliffe model efficiency coeffi-
cient (NSE) (Tao et al. 2013; Liu et al. 2016):

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m
∑m

i¼1 Tobs;i−Tmodel;i
� �2r

ð10Þ

PCC ¼
∑m

i¼1 Tobs;i−Tobs;i

� 	
Tmodel;i−Tmodel;i

� 	
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i¼1 Tobs;i−Tobs;i

� 	2r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i¼1 Tmodel;i−Tmodel;i

� 	2r
ð11Þ

NSE ¼ 1−
∑m

i¼1 Tobs;i−Tmodel;i
� �2

∑m
i¼1 T obs;i−T obs;i
� �2 ð12Þ

where m is the number of data, Tobs,i and Tmodel,i are the ex-
perimental temperature and the simulated temperature at mo-
ment i, respectively, and Tobs and Tmodel are the average ex-
perimental temperature and the average simulated tempera-
ture, respectively. RMSE ranges from 0 to +∞, with a smaller
value indicating less deviation between the simulated and ex-
perimental values. The PCC ranges between −1 and 1, with a
larger absolute value indicating a stronger correlation. The
closer the correlation coefficient to 1 or –1, the stronger the
correlation, and the closer to 0, the weaker the correlation. In
general, values of 0.8–1.0, 0.6–0.8 and 0.4–0.6 represent ex-
tremely strong, strong and moderate correlations. The NSE,
which ranges from −∞ to 1, can be used as a criterion to assess
the predictive power of a model, with a value closer to 1.0
indicating less deviation between the measured and simulated

Table 1 Parameters of the VFLUX 2 calculation

Porosity
(−)

Thermal
dispersion
coefficient
(1/m)

Thermal
conductivity
[cal·(s·cm·°C)-
1]

Heat capacity
of water
[kcal·(kg·°C)-
1]

Heat capacity
of soil
[kcal·(kg·°C)-
1]

0.41 0.010 0.000239 1.000 0.262
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Fig. 2 Dynamic Harmonic
Regression (DHR) filter analysis
results for the temperature-time-
series data: a ambient
temperature; b river-water
temperature

Fig. 3 Flow domain and boundary conditions used in the COMSOL Multiphysics simulations (unit: m)
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value, and NSE > 0.6, close to 0 and < 0 representing approx-
imate accordance, basically reliability and unreliability of the
model, respectively.

Sensitivity analysis

Many uncertainties exist in the riparian hydro-thermal cou-
pling model, including the many parameters, scale

diversification of model parameters and manufacturing er-
rors, thereby increasing the uncertainty of model predic-
tion. An uncertainty and sensitivity analyses of model pa-
rameters can effectively identify the effect of individual
parameters on the output variables and the interactions be-
tween model parameters and results (Sobol 1993).
Sensitivity analysis was used to identify the main factors
responsible for temperature variation, thereby allowing the

Table 2 Hydraulic and thermal parameters for calibrating and evaluating the hydro-thermal coupling model

Parameter Symbol Zone Value Units Source

Hydraulic parameters

Horizontal hydraulic conductivity Kh 1 0.010 m/h Naranjo and Smith (2016)
2 1.52

Vertical hydraulic conductivity Kv 1 0.010 m/h Naranjo and Smith (2016)
2 0.15

Porosity n 1 0.41 – Naranjo and Smith (2016)
2 0.41

Saturated moisture content θs 1 0.43 m3/m3 Calibration
2 0.43

Residual moisture content θr 1 0.057 m3/m3 Naranjo and Smith (2016)
2 0.057

van Genuchten parameters α 1 12.4 m−1 Naranjo and Smith (2016)
2 12.4

nv 1 2.28 – Naranjo and Smith (2016)
2 2.28

Thermal parameters

Heat capacity of solids Cs 1 1.1 × 106 J/(m3·°C) Naranjo and Smith (2016)
2 1.1 × 106

Thermal conductivity of solids λs 1 360 J/(h·m·°C) Naranjo and Smith (2016)
2 360

Heat capacity of water Cw 1 4.2 × 106 J/(m3·°C) Naranjo and Smith (2016)
2

Longitudinal dispersion αL 1 0.01 m Naranjo and Smith (2016)
2 0.01

Transverse dispersion αT 1 0.01 m Naranjo and Smith (2016)
2 0.01

Thermal conductivity of water λw 1 2088 J/(h·m·°C) Naranjo and Smith (2016)
2 2088
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 Fig. 4 The changes in hydraulic
head of the river from March 26,
2012 to November 4, 2012
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study to concentrate on improving the accuracy of obser-
vation of these identified factors, and even if minor factors
were neglected, a numerical model could be obtained that
provided a close approximation of reality.

Temperature of the riparian zone is under the combined
influence of regional heat condition and seepage field. If
it is assumed that the calculation area is fairly large, it can
also be assumed that no heat exchange between the seep-
age system in the riparian zone and the geological body
occurs (Gerecht et al. 2011). The impacts of seepage me-
dia on temperature can be reflected through basic vari-
ables such as hydraulic conductivity, specific heat capac-
ity, porosity and thermal conductivity. Therefore, the
present study included the influences of thermal conduc-
tivity (λs), specific heat capacity of soil (Cs), saturated
moisture content (θs), residual moisture content (θr), hor-
izontal hydraulic conductivity (Kh), vertical hydraulic
conductivity (Kv) and porosity (n). The initial values for
the factors used in the global sensitivity analysis are
shown in the Table 3.

A global sensitivity analysis is able to identify the interac-
tions between parameters and to determine the effect of mul-
tiple parameters on the response variable (Wang et al. 2017b).
These global sensitivity analysis methods include multivariate
regression (Mckay et al. 1979), the Sobol sensitivity test meth-
od (Sobol 1993), the Fourier amplitude sensitivity test (FAST)
(Cukier et al. 1973) and the Morris method (Morris 1991).
When compared with other global sensitivity analysis
methods, the Morris method is able to analyze the influence
of each parameter variation as well as the influence of inter-
actions between multiple parameters on the model output
(Campolongo et al. 1999). More detail on the Morris sensitiv-
ity analysis method is given in Appendix 2.

The evaluation indicators must be normalized as their
units differ; thus, the indicators were represented as per-
centages indicating the ratio of the difference between the
changed value and initial value to the initial value. The
longitudinal section was used as the research object due to
the spatial characteristics of the numerical model. The
distributions of temperature after changing parameters
were obtained through numerical simulation. The temper-
ature variations were then represented as the difference
between temperature after the parameter change and the
benchmark temperature at each measuring point. The ex-
perimental period was set at to March 26, 2012 to April
11, 2012.

Results

Model calibration

Figure 5 shows the variation between COMSOLMultiphysics
simulated temperature and measured values. The temperature
data were collected from the eight monitoring points from
temperature monitoring rods T1 and T2 in the riparian zone
fromMarch 26, 2012 to November 4, 2012. Table 4 shows the
ranges of RMSE, PCC, and NSE at 1.14–2.78, 0.84–0.99 and
0.61–0.96, respectively, indicating simulated data were good
representation of measured data.

Figure 5a shows that measured GW temperatures followed
SW temperatures closely up to vertical (depth) and horizontal
distances of 0.5 and 2.8 m (T1), respectively. The amplitude of
diurnal SW temperature oscillations were not fully represent-
ed in GW at depths between 0.5 and 2.15 m. Similarly, mea-
sured temperature data collected 5.8 m from the riverbed cen-
ter in a horizontal plane in the riparian zone (T2) showed slight
diurnal temperature variations up to a depth of 1.2 m (Fig. 5b).
Diurnal river-water temperature oscillations dissipated at a
depth >1.70 m, and only longer-term temperature trends were
reflected in GW.

Sensitivity of hydro-thermal coupling model
parameters in the riparian zone

The Morris method for global sensitivity analysis assumed an
increase in the parameter value by 10% to obtain both a reli-
able analysis result and a simplified calculation (Ren et al.
2018). Parameter combinations of each row of Matrix B were
substituted into the coupling model of temperature to sequen-
tially calculate the differences between simulated results,
thereby identify the sensitivities of different parameter combi-
nations. The global sensitivities of 28 different groups obtain-
ed by theMorris method are listed in Table 5. The bar graph in
Fig. 6 illustrates the temperature variations (%) of different
groups more directly.

Groups 1–7 illustrates that temperature variation result-
ed from only one parameter, with the order of influence of the
different parameters being porosity (n) > vertical hydraulic
conductivity (Kv) > residual moisture content (θr) > horizontal
hydraulic conductivity (Kh) > saturated moisture content
(θs) > thermal conductivity of soil (λs) > specific heat capacity
of soil (Cs).

Table 3 The initial values for the
factors used in the global
sensitivity analysis

Zone λs [J/(h·m·°C)] Cs [J/(m
3·°C)] θs (m

3/m3) θr (m
3/m3) Kh (m/h) Kv (m/h) n (−)

1 360 1.1 × 10−6 0.43 0.057 0.010 0.010 0.41

2 360 1.1 × 10−6 0.43 0.57 1.520 0.150 0.41
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Groups 10, 12, 15, 17, 19, 25, 26 and 27 were identified as
parameter combinations resulting in large temperature varia-
tions. These parameter combinations all included n, Kv, θr and
Kh. indicating that these parameters remain the major factors
influencing temperature in the riparian zone after considering
interactions among parameters. More specifically, the extent
of influence of the eight aforementioned groups on tempera-
ture differed, indicating that interactions between parameters
within their impact on temperature.

The temperature variation resulting from group 28 in which
all parameters were increased by 10% was lower than those of
groups 10, 12, 15, 17, 19, 25, 26 and 27. It is known from
groups 1–7 that the correlation between parameters and tem-
perature in the riparian zone can be both negative and positive;

Fig. 5 Measured air and surface-water temperature, multilevel temperature data sets, and simulated temperature profiles (blue lines are measured data,
green lines are model results): a T1 (2.8 m horizontally from the river center) and b T2 (5.8 m horizontally from the river center)

Table 4 The root mean square error (RMSE), Pearson correlation
coefficient (PCC) and Nash-Sutcliffe model efficiency coefficient
(NSE) for the simulated results of the calibrated model

Temperature sensor RMSE (°C) PCC NSE

T1 0.50 m 2.78 0.84 0.61

0.70 m 1.74 0.96 0.85

1.50 m 2.36 0.93 0.73

2.15 m 1.16 0.98 0.93

T2 1.20 m 1.29 0.97 0.94

1.70 m 1.14 0.98 0.96

2.30 m 1.39 0.98 0.93

2.75 m 1.79 0.99 0.88
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thus, it is believed that this phenomenon results from interac-
tions among different parameters.

Distribution of temperature in the riparian zones

A comparative analysis of diurnal temperature change in the
riparian zone was conducted by analyzing temperatures at
12:00 am, 8:00 am, 1:00 pm and 8:00 pm on April 3, 2012,
July 3, 2012 and November 3, 2012 (Fig. 7). All monitoring
points on the temperature monitoring rods T1 and T2 were

included to ensure direct observation of the change tempera-
ture in the riparian zone, and the study area are limited to
within −5.177 m ≤ x ≤ 5.133 m and −2 m ≤ y ≤ 0.686 m within
the area indicated by the white dotted lines in Fig. 3. The white
curve in Fig. 7 represents the current level of GW; it is an
unsaturated zone above the curve and saturated zone beneath
the curve. Moreover, riparian zone temperatures could be cat-
egorized into three areas: high temperature (T ≥ 12.5 °C), in-
termediate temperature (8.5 °C ≤ T < 12.5 °C) and low tem-
perature (4.5 °C ≤ T < 8.5 °C). The size variations of the high,
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Fig. 6 Temperature variation based on global sensitivity analysis method.
(group 1: λs; group 2: Cs; group 3: θs; group 4: θr; group 5: Kh; group6:
Kv; group 7: n; group 8: λs, Cs; group 9:Cs, θs; group 10: θs, θr; group 11:
θr, Kh; group 12: Kh, Kv; group 13: Kv, n; group 14: λs, Cs, θs; group 15:
Cs, θs, θr; group 16: θs, θr, Kh; group 17: θr, Kh, Kv; group 18: Kh, Kv, n;

group 19: λs, Cs, θs, θr; group 20: Cs, θs, θr, Kh; group 21: θs, θr, Kh, Kv;
group 22: θr, Kh,Kv, n; group 23: λs, Cs, θs, θr, Kh; group 24: Cs, θs, θr, Kh,
Kv; group 25: θs, θr,Kh,Kv, n; group 26: λs,Cs, θs, θr,Kh,Kv; group 27:Cs,
θs, θr, Kh, Kv, n; group 28: λs, Cs, θs, θr, Kh, Kv, n)

Table 5 Temperature variation
based on analysis method for
global sensitivity

Group Parameter
combination

Temperature
variation (%)

Group Parameter
combination

Temperature
variation (%)

1 λs 0.99 15 Cs, θs, θr −3.95
2 Cs −0.17 16 θs, θr, Kh −1.71
3 θs −1.20 17 θr, Kh, Kv 2.91

4 θr −2.75 18 Kh, Kv, n 1.28

5 Kh 2.07 19 λs, Cs, θs, θr −2.96
6 Kv 3.59 20 Cs, θs, θr, Kh −1.88
7 n −4.38 21 θs, θr, Kh, Kv 1.88

8 λs, Cs 0.82 22 θr, Kh, Kv, n −1.47
9 Cs, θs −1.20 23 λs, Cs, θs, θr, Kh −0.89
10 θs, θr −3.78 24 Cs, θs, θr, Kh, Kv 1.71

11 θr, Kh −0.68 25 θs, θr, Kh, Kv, n −2.50
12 Kh, Kv 5.66 26 λs, Cs, θs, θr, Kh,

Kv

2.70

13 Kv, n −0.79 27 Cs, θs, θr, Kh, Kv, n −2.67
14 λs, Cs, θs −0.21 28 λs, Cs, θs, θr, Kh,

Kv, n
−1.68
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intermediate and low temperature areas clearly indicated the
extent to which the three time points vary (see Table 6). It can
be seen from Fig. 7 that:

1. During spring (Fig. 7a), the lateral riparian zone can be
divided into a high-temperature, intermediate-temperature
and low-temperature region, with temperature decreasing
with further distance away from the riverbank. The obser-
vation on April 3, 2012 from 12:00 am and 8:00 am

showed an expansion of the high-temperature regions of
the unsaturated and saturated zones concurrent with the
rise in ambient and river water temperature; yet the tem-
perature of the low-temperature regions decreased. At
1:00 pm, the temperature of the high-temperature region
of the saturated zone nearby the riverbank increased and
that of the high-temperature region of the unsaturated
zone nearby the riverbank increased. At 8:00 pm, despite
a decline in ambient and river water temperatures, the

Fig. 7 Distribution of temperature across different seasons in riparian
zone. a April 3, 2012; b July 3, 2012; c November 3, 2012. The blue
and yellow curves on the left-hand side of the figure indicate the change
in air and water temperature at different times in a day. The purple curve
indicates the change in the head of the day at the corresponding moment.

The right-hand side of the figure is the corresponding temperature
distribution at the three different dates, at times 12:00 am, 8:00 am,
1:00 pm and 8:00 pm. The white curve represents the groundwater
level and the green number indicates the groundwater level at the
current time

Table 6 The size of high-, intermediate- and low-temperature regions in the study area at different times (units: m2)

Regions by
temperature

April 3, 2012 (spring) July 3, 2012 (summer) November 3, 2012 (winter)

12:00 am 8:00 am 1:00 pm 8:00 pm 12:00 am 8:00 am 1:00 pm 8:00 pm 12:00 am 8:00 am 1:00 pm 8:00 pm

High temperature
(T ≥ 12.5 °C)

0.413 0.424 0.430 0.424 18.577 17.394 17.546 18.143 20.038 20.057 20.057 20.557

Intermediate
temperature
(8.5 ≤ T < 12.5 °C)

0.685 0.751 0.760 0.825 5.875 5.594 6.199 5.277 6.560 7.346 6.433 6.689

Low temperature
(4.5 ≤ T < 8.5 °C)

26.595 26.518 26.503 26.444 3.241 4.701 3.948 4.273 0.152 0.309 1.203 0.477

Hydrogeol J



high-temperature zone expanded and the low-temperature
zone shrunk due to the increased level of river water.

2. During summer (Fig. 7b), temperature stratification
was more obvious than during spring (Fig. 7a). With
the change in season, increasing air temperature result-
ed in increasing SW temperature. Figure 7a,b illus-
trates a lag in SW temperature response to increasing
air temperature and larger fluctuation in water level in
spring than in summer, with increasing water level
with increasing temperature. Surveys by Naranjo and
Smith (2016) indicated that this is due to acceleration
of snow melt. In conclusion, the low temperature area
was mainly concentrated in the saturated zone far from
the river, with higher temperatures for the offshore area
and temperature being inversely proportional to dis-
tance offshore. The observations of temperature on
July 3, 2012 found that between 12:00 am and
8:00 am, the rise in air temperature resulted in a high
temperature of the unsaturated zone nearby the river;
hysteresis effects were evident, with SW temperature
dropping gradually during this period, and the temper-
ature of the low-temperature region of the saturated
zone far away from the river increasing. At 1:00 pm,
both the ambient and SW temperatures were high and
the river water level was rising. Consequently, there
was an expansion of the high-temperature regions of
both the saturated and unsaturated zones nearby the
river; yet, the low-temperature region of the saturated
zone shrunk. At 8:00 pm, with a gradual drop in both
ambient temperature and SW temperature, an increase
and decrease of the low-temperature and high-
temperature regions were evident, respectively.

3. The air temperature in winter (Fig. 7c) was significantly
lower than in spring and summer, directly resulting in
decreases to SW temperature of the unsaturated zone
and shrinking of the high temperature area. Due to the
increasing of water head in winter, a rise in GW level
was evident with an increase and decrease in the saturated
and unsaturated zones, respectively. Temperature stratifi-
cation during winter was not obvious relative to that in
summer. The lateral riparian zone can be roughly catego-
rized into a high-temperature, intermediate-temperature
and low-temperature region, with the low and intermedi-
ate temperature regions mainly situated in the unsaturated
zone nearby the river and the saturated zone far from the
river. Temperature observations on November 3, 2012
found that between 12:00 am and 8:00 am, declines in
both ambient and SW temperature were evident along
with a drop in river water level, and an expansion and
retraction of the low-temperature and high-temperature
regions, respectively. At 1: 00 pm, the laws of temperature
distribution between the unsaturated and saturated zones
were approximately consistent, with generally little

variation. At 8:00 pm, the soil temperature of the unsatu-
rated zone near the GW level was higher than those mea-
sured during the three previous times, indicating that GW
temperature influenced the temperature of the unsaturated
zone through heat conduction.

The unsaturated and saturated zones differed in spatial dis-
tribution of temperature both in summer and winter. The tem-
perature of the unsaturated zone was higher than that of GW in
summer, resulting in thermal stratification with higher temper-
ature at the top. However, GW temperature was much higher
than that of the unsaturated zone in winter, resulting in thermal
stratification with a higher temperature at the bottom.

Table 6 shows little diurnal variation in the temperature of
the riparian zone, indicating that the diurnal patterns and mag-
nitudes of water exchange varied little. In contrast, the season-
al variations in temperature and water level had a relatively
large impact on riparian zone temperature. From spring to
summer, the increment of riparian high-temperature area
accounted for 63.17% of total area, whereas the low-
temperature decreased by 81.16%, indicating that the patterns
and magnitudes of water exchange in the hyporheic zone var-
ied significantly over the seasons. However, relatively weak
variations in temperature were evident from summer to winter,
with the increment of riparian high-temperature area account-
ing for 8.17% of the total area, and the low-temperature area
decreasing by 12.66%, indicating that the degree of change of
hyporheic exchange is also different during different seasons.

Comparison of analytical solutions for vertical
seepage velocity derived from temperature time
series

Data deflecting diurnal temperature fluctuation was critical to
the precision of model. The extraction of effective sinusoidal
signals within the temperature data using an appropriate filter-
ing method was important. In most cases, mutation points
were identified on the temperature time series curve which
were generally the result of changes to the hydrodynamic
condition or SW temperature and may have result in distortion
of simulated results during filtering.

In theory, the measured temperature data of any two points
on the vertical section could be used to calculate average GW
velocity between the two points. However, it should be noted
that the large distance between the two measuring points to-
gether with low GW flow velocity reduced the accuracy of the
model due to the small amplitude ratio and large phase lag.
Therefore, the GW velocity in the study area required estima-
tion to establish an appropriate measuring point distance. The
burial depth of the measuring point should not be large if the
GW velocity is calculated using the diurnal temperature be-
cause the diurnal fluctuation cannot be monitored in deeper
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geological layers. In addition, the amplitude method and
phase method in VFLUX 2 for calculating the GW velocity
must be based on homogeneous media. For these two reasons,
temperature data collected at the measuring points set at 1.70
and 2.75 m on T2 were used for analysis.

Similarly, data collected from the two measuring at 1.70
and 2.75 m were filtered through DHR (see section ‘Data
processing’) with the fundamental frequency set at P = 12 h,
allowing the temperature series fluctuating in the sinusoidal
harmonic wave to be obtained. This approach was taken, as
oversampling the original data posed no disadvantage provid-
ed the data were resampled prior to DHR analysis. An
oversample is better able to describe the diurnal signal in
relation to high-frequency noise, which is then removed by
the low-pass filter. When analyzing the temperature time se-
ries data, VFLUX used an integer resample factor (rfactor) of
12 for a reduced sampling rate of 12 samples per day (Gordon
et al. 2012). The numerical method was used to extract the
amplitude of temperature fluctuation after filtering. The am-
plitude ratio Ar is the ratio of temperature fluctuation ampli-
tude at the depth of 2.75–1.70m. The phase lags corresponded
to the maximum values on sinusoidal temperature waves of
the two measuring points after filtering and were also used in
the calculation of GW velocity as input variables of the ana-
lytical model.

The curves representing variation in SW–GW exchange
rate during the observation were obtained through the four
analytical models described in section BAnalytical methods
in VFLUX 2^. In order to provide a standard, the COMSOL
model was used to simulate the seepage law based on the
known water head, which was consistent with Naranjo and
Smith (2016) research, plus the previous correction of the
model temperature, so the COMSOL model was set as a ref-
erence. Figure 8 shows the measured head and simulated seep-
age from the prediction period of March 26, 2012 to
November 4, 2012. In addition, the riparian zone vertical
seepage velocity was mainly related to head variation as
shown in Fig. 8 as they showed the same trend. Figure 9
shows the seepage velocity curves calculated by several dif-
ferent methods. The results obtained by the amplitude (Hatch
and Keery), phase (Hatch and Keery) and amplitude-phase
combination (McCallum and Luce) methods as well as the

COMSOL simulation are illustrated through the curves shown
in Fig. 9a–d respectively. The GWvelocity near the measuring
points showed dynamic fluctuation during the study period
and had characteristics as discussed in the following
paragraphs.

The velocities at 1.70–2.75 m calculated by the Hatch am-
plitude and phase methods were 2.47 × 10−6 to 3.15 × 10−6 m/
s, and 2.06 × 10−5 to 4.87 × 10−5 m/s, respectively, with the
latter approximately ten-fold greater than that of the former.
The velocities calculated through the Keery amplitude and
phase methods were 2.04 × 10−6 to 2.45 × 10−6 m/s and
2.06 × 10−5 to 4.87 × 10−5 m/s, respectively. Similar to the
Hatch solution, the velocities calculated by the Keery solution
through the phase method were higher than that calculated
through the amplitude method. For the amplitude-phase com-
binationmethod, the velocity calculated by theMcCallum and
Luce solutions basically coincided at 1.07 × 10−5 to 3.91 ×
10−5 m/s, situated between the amplitude and the phase
methods, and similarly the velocities calculated under the
phase method were ten-fold greater than those of the ampli-
tude method. As evident in Fig. 9d, the COMSOL simulations
differed from the amplitude, phase and amplitude-phase com-
bination method simulations, showing a large fluctuation in
velocity. The flow velocity calculated by COMSOL showed a
strong fluctuation in velocity coinciding with a strong daily
fluctuation in water level with a 1-h sampling frequency.
Although data could be measured every hour, the data sam-
pling frequency calculated by VFLUX 2 was 1 every 2 h. The
amount of data was relatively small, resulting in a relatively
smooth calculated curve. The results of the COMSOL simu-
lation were processed using 5th-order polynomial fitting to
allow comparison with the results of VFLUX 2. The fitted
velocity was 0.51 × 10−6 to 1.15 × 10−6 m/s.

In general, the results of the amplitude, phase, amplitude-
phase combination and COMSOL simulation methods
differed in order of magnitude; however, the overall
variation in data across the methods showed relative
consistency, which further illustrates the reliability of the
riparian zone model established by COMSOL. The
velocities obtained through the Hatch and Keery phase
methods were similar, where those calculated using the
Hatch and Keery amplitude methods differed considerably,

Fig. 8 Measured head and
simulated seepage for the
March 26, 2012 to November 4,
2012 prediction period
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indicating that the GW velocity computed by the amplitude
method was significantly influenced by β under a low
velocity. Keery et al. (2007) stressed that the Hatch method
offers more accuracy than Keery method due to consideration
of the heat dispersion effect.

As is evident in Fig. 9a–d, the velocities calculated by
the different analytical solutions differed from that obtain-
ed through COMSOL. The Hatch amplitude method and
COMSOL simulated velocities were 2.47 × 10−6 to 3.15 ×
10−6 m/s and 0.51 × 10−6 to 1.15 × 10−6 m/s, respectively,
which were similar in range. However, the velocities cal-
culated through the Hatch phase method and McCallum
and Luce amplitude-phase combination methods were dif-
ferent from the COMSOL simulation by an order of nearly
10 in magnitude indicating that GW velocity calculated by
the Hatch amplitude method was more accurate. According
to the preceding analyses, the Hatch amplitude method was
more reliable for the computation of GW velocity; there-
fore, the Hatch amplitude method was be used in the
follow-up analysis of GW velocity.

The GW velocities at different depths of 1.7, 2.3, and
2.75 m through T2, which was 5.8 m from the river center
in the horizontal plane, were used in the Hatch amplitude
method, denoted by q1, q2 and q3 respectively (Fig. 10). As
shown in Fig. 10, the curves of GW velocity at the three

depths were approximately parallel and q1 > q2 > q3, suggest-
ing that GW velocity decreased with increasing depth. This
was mainly because the larger the depth within the saturated
zone, the larger the pressure dispersion, and thus the narrower
the distribution of GW velocity.

Fig. 9 Velocity curves calculated by different methods. a Hatch and Keery solution by the amplitude method; b Hatch and Keery solution by the phase
method; c Luce and McCallam solution by the amplitude-phase combination method; d COMSOL simulation method

Fig. 10 Curves of vertical seepage velocity at different depths. q1, q2 and
q3 represent the vertical seepage velocity at depths of 1.7, 2.3 and 2.75 m
below the surface of the riparian zone, respectively
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Discussion

The effect of diurnal and seasonal variations
on riparian zone temperature

The diurnal variation in water temperature and water level
had little influence on riparian zone temperature (Fig. 7 and
Table 6). Soil temperature at a depth >1 m is usually insen-
sitive to diurnal cycles of air temperature and solar radiation,
whereas the influence of annual air temperature fluctuation
extends to a depth of approximately 10 m (Florides and
Kalogirou 2005; Anderson 2005). Moreover, Engelhardt
et al. (2011) and Lee et al. (2013) found that diurnal tem-
perature fluctuations are not reflected within the deeper
hyporheic zone. The depth investigated in the current study
ranged from 0.752 to 3.438 m (−2 m ≤ y ≤ 0.686 m), which
further explained why temperature did not show obvious
changes at four different times in spring, summer and winter
(Fig. 7 and Table 6).

Compared with three seasonal distributions of temper-
ature shown in Fig. 7, it is obvious that seasonal variation
has a significant influence on temperature of the riparian
zone, which decreased with sediment depth in spring and
summer, but increased in winter. In addition, over the
same season, significant variability in riparian sediment
temperature occurred in the top layers. This observation
is supported by the results of observation during a field
survey conducted by Naranjo and Smith (2016) and a
previous study by Zhang et al. (2018). The temperature
variation can reflect SW–GW exchange (Zhang et al.
2017). As shown in Table 6, the diurnal variations in the
patterns and magnitudes of water exchange in the riparian
zone were minor compared to seasonal variations.

Since the present study focused on natural rivers, the influ-
ence of large-scale hydraulic projects and human factors did
not have to be considered; however, dam operations results in
large and frequent fluctuations in river stage, which can persist
for long distances downstream (Sawyer et al. 2009).
Therefore, dam operations fundamentally change the thermal
dynamic of riparian aquifers and their hyporheic zones (Wang
et al. 2015; Liu et al. 2018), and the variation in temperature
for the downstream riparian zone may be dependent on the
presence of dams or water projects. Future research should
further explore the temporal and spatial distribution of riparian
temperature downstream of a dam.

Applicability of different analytical solutions
for quantifying hyporheic exchange in the riparian
zone

All techniques applied to estimating seepage velocity are
prone to errors and uncertainty and all have limitations
(Kalbus et al. 2006). Field investigations are usually limited

by inadequate instrumentation and low spatial and temporal
resolution. High-resolution measurements are required for
assessing the spatial heterogeneity and temporal variation of
SW–GW interactions. The present study continued the work
of previous studies, and determined seepage velocity by tem-
perature time series data (Hatch et al. 2006; Keery et al. 2007;
McCallum et al. 2012; Luce et al. 2013). Figure 9 shows that
the Hatch solution by amplitude method provided results sim-
ilar to that of the calibrated model. Although the results of the
Hatch and Keery solutions were basically the same, the former
takes into account the effect of thermal dispersion, and can
therefore theoretically obtain a higher accuracy. As the ther-
mal dispersion was greater than 0.1, the accuracy of Keery
solution decreased sharply with increasing thermal dispersion
coefficient (Irvine et al. 2015), as also shown in a previous
study by Lautz (2012).

Although the Hatchmodel is accurately able to identify and
quantify SW–GW interactions, the results obtained by the
amplitude and phase methods were rarely identical (Fig.
9a,b) because the thermophysical parameters related to the
porous medium required estimation for the specific applica-
tions, and a certain amount of uncertainty was associated with
the calculation of the thermophysical parameters, which could
readily result in large influences on the aforementioned ana-
lytical methods (Shanafield et al. 2011; Rau et al. 2012). To
some extent, these factors restrict the ability of these methods
to quantitatively describe dynamic process and hyporheic ex-
change. The McCallum solution uses a combination of the
Hatch amplitude equation and the phase equation to derive
the amplitude-phase combination method. This method is able
to avoid uncertainties in the calculation of the equivalent ther-
mal diffusion coefficient and provides improved applicability
in the case of low vertical exchange between SW and GW
(McCallum et al. 2012). The Luce solution was approximately
expressed by the amplitude ratio of temperature fluctuation
signals at two measuring points and the phase lag of temper-
ature fluctuation signals divided by the vertical distance be-
tween two measuring points (Luce et al. 2013). Neither the
Luce nor Keery analytical solutions considered the effect of
thermal dispersion, which can affect the calculation accuracy.

Conclusions

The present study calibrated a 2-D hydro-thermal coupling
model using observed temperature and hydraulic head data
to quantify hyporheic exchange in the riparian zone. The 2-
D heat and flow model was constructed to evaluate the tem-
poral and spatial distribution of temperature in the riparian
zone. The calibrated model was used to provide a standard
against which to benchmark the performance of four analyti-
cal solutions of riparian zone vertical seepage velocity.
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The diurnal variations in temperature and water head
data showed a minor influence on riparian zone tempera-
ture. Diurnal variations in temperature in the riparian
unsaturated-saturated zones were approximately consistent
and small, with minor water exchange. Seasonal variability
had a greater impact on riparian zone temperature, which
was mainly expressed as decreases in temperature with
increasing sediment depth in spring and summer, but de-
creases in winter, indicating that the patterns and magni-
tudes of water exchange in the hyporheic zone varied sig-
nificantly over different seasons.

Compared with the results of the calibrated hydro-thermal
coupling model, the Hatch solution by amplitude method pro-
vided more accurate vertical seepage velocity simulations for
the study area, estimated to be 2.47 × 10−6 to 3.15 × 10−6 m/s.
The vertical seepage velocity of GW gradually increased or
decreased over time during the study period, suggesting that
riparian SW–GWexchange varied. This exchange can be con-
sidered to strengthen or weaken with increasing and decreas-
ing GW velocity over time, respectively. Moreover, the calcu-
lated GW velocities were positive, indicating that the riparian
zone supplied GW to the river. Longitudinally, the GW veloc-
ity near the water level was large, with GWvelocity showing a
negative relationship with distance to the water level.
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Appendix 1: Four analytical solution models
for calculating vertical seepage velocity

Hatch solution

The Hatch method identifies analytical solutions for the 1-D
heat conduction equation through the temperature fluctuation
amplitude ratio of two measuring points and the phase differ-
ence (Hatch et al. 2006):

vz;Ar ¼
C
Cw

2κe
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lnAr þ
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2
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, Ar ¼ azþΔz;tþΔt
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,

and vz;Ar and ∣vz, Δφ∣ are the vertical seepage velocity of
the SW infiltrated into the riparian zone calculated by the
amplitude method and the phase method, respectively. A neg-
ative result indicates the discharge of GW from the riparian
zone to the SW. C is the volumetric heat capacity of the satu-
rated sediment and is calculated as the mean of Cw and Cs,
where Cw is the specific heat capacity of water, κe is the
equivalent thermal diffusivity, Δz is the distance between
two measuring points, Ar is the ratio of the temperature series
curve amplitude of the deep monitoring station Ad to that of
the shallow monitoring station As, i.e., Ar = Ad /As, υt is the
velocity of the thermal front, Δφ is the phase (time) lag be-
tween two measuring points, P is period, λts is the thermal
conductivity of saturated soil, β is the thermal dispersion co-
efficient, φz, t is phase angle and az, t is amplitude.

Keery solution

Keery et al. (2007) identified the analytical solution to the
Stallman equation (Stallman 1965) which is similar to the
Hatch method in form. The Keery solution fails to consider
thermal dispersity and is expressed as:

H3lnAr
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CΔz
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4πΔφλts

PΔzCw
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where H ¼ Cw
λts
. By comparing Eqs. (13) and (14) with Eqs.

(15) and (16), respectively, it is known that the flow velocity
calculated using the phase method has values but no
directions.

McCallum solution

Although the Hatch and Keery solutions are more accurate-
ly identify and quantify SW–GW interactions, the ampli-
tude and phase methods rarely achieve completely consis-
tent calculations in practical applications. In addition, the
thermophysical parameters related to porous media re-
quired estimation for specific applications which are un-
certain and have a greater impact on the results of the
above analytical models (Shanafield et al. 2011; Rau
et al. 2012). These factors restrict the application of the
preceding analytical models for quantifying the dynamic
process and laws of hyporheic exchange.

To solve the aforementioned problems, McCallum et al.
(2012) combined the Hatch amplitude equation with the phase
equation to obtain the following equations:
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where vz;Ar ;Δφ is the vertical seepage velocity calculated by the
amplitude-phase combination method.

Luce solution

Luce et al. (2013) conducted a study on the undetermined
coefficient scheme of the Stallman analytical solution
(Stallman 1965), and obtained the following equations:

vz;Ar ;Δφ ¼ C
Cw

ωΔz
Δ

1−η2

1þ η2

� �� �
¼ C

Cw
ðηωΔz
−lnAr

1−η2

1þ η2

� �Þ ð19Þ

κe ¼ ωΔz2

Δφ2
1

η
þ 1

� � ¼ ωη2Δz2

ln2Ar
1

η
þ 1

� � ð20Þ

where η =−lnAr/Δφ, ω = 2π/P.

Appendix 2: The Morris method

The Morris sensitivity analysis method, which was first pro-
posed in 1991 (Morris 1991), is able to effectively identify and
rank model parameters according to their importance.
Through changing the value of one parameter at a time, the
Belementary effect^ of each parameter can be calculated in
turn, and the impact of input parameters of the model on
output data is evaluated. On this basis, the sensitivity level
of each parameter and the qualitative description of correla-
tions between parameters are obtained. The Morris sensitivity
analysis method is conducted using the following steps: (1)
assume that there are k parameters in a numerical model, and
each parameter has p sampling points; (2) identify the values
of the m parameters on the p sampling points respectively so
as to obtain the vector X = [x1, x2, ···, xk]; 3) construct m× k
(m= k + 1) order matrix B:

B ¼

0 0 0 0 0
1 0 0 ⋯ 0
1 1 0 ⋯ 0
1 1 1 ⋯ 0
⋯ ⋯ ⋯ ⋯ ⋯
1 1 1 ⋯ 1

2
6666664

3
7777775

ð21Þ

The jth column in the matrixB represents the jth parameter.
Values 1 and 0 refer to changed and unchanged parameters,
respectively. The differences between calculated values of the
parameter combinations in each row represents the global
sensitivity when the parameters in the corresponding combi-
nation change concurrently.
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